
Abstract—Sound localization is a problem for the hearing
impaired, deaf, and deaf-blind. A laboratory prototype of a
three-microphone digital system for real-time directional
analysis of sound sources that is mounted on eyeglasses has
been developed. A cross-correlation algorithm is used for
determinations of time and phase differences between the three
microphone signals. The equipment was evaluated in a sound-
treated test room with noise and speech stimuli from 12 differ-
ent directions. It has an adequate precision (within
approximately ±10 degrees) for speech and noise bursts in the
frequency range 0.5–4 kHz, and for testing with words in a
sound field the error percentage is very close to 0 at 0-degrees
azimuth. The robustness of the algorithm in terms of signal-to-
noise ratio is documented and reaches about 18 dB in differ-
ent directions for speech and up to 0 dB for noise bursts. It is
concluded that the construction of a robust system for direc-
tional analysis with sufficient efficiency for further experi-
ments has been achieved.

Key words: directional analysis, sensory disabled, sound
localization.
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INTRODUCTION

Sound localization in man and animals is based on
the detection of binaural differences in intensity and time
of arriving sound waves as well as phase differences and
spectral cues (for a recent review see reference 1).
Information on the direction to a sound source also con-
tributes to selective attention, listening in noise, and
speech reading (2,3). Localization of events in the sur-
roundings even contributes to the feeling of control and
security (3,4). In subjects with hearing impairment, uni-
lateral deafness, or bilateral deafness, sound localization
ability is deteriorated or absent.

Determination of direction of a sound source is a
classic problem in military and marine constructions for
target localization. In addition to the task of making a
rapid or real-time analysis, there are usually high require-
ments on robustness against noise and in reverberant
acoustic conditions. The recent development of computer
programs for virtual reality has given analyses and simu-
lation of acoustic environments a new application that is
rapidly expanding (5). The method for directional analy-
sis proposed in this study has been selected for low com-
plexity and straightforward parameter settings.

For the application of real-time directional analysis
in human environmental monitoring and communication
for individuals with sensory impairment, there is an
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additional requirement: small size and light weight. There
are at least three groups that would benefit from such
devices. First, persons with unilateral hearing loss or
deteriorated sound orientation ability would greatly ben-
efit from being able to quickly localize the speaker in a
group of communicating persons in order to supplement
the acoustic cues with speech reading (3,4). Second,
totally deaf people would benefit from an improved abil-
ity to monitor the acoustic environment, for instance in
traffic, and to rapidly identify the presence of a signing
person in the vicinity (provided the person produces some
attention-getting acoustic signals). 

The third group is made up of deaf-blind individuals
who have no acoustic orientation or identification ability
and very poor or no vision. They may rely on a small visu-
al field for sign communication, for instance the Usher I
subjects, or they may be totally blind and need direct man-
ual contact for communication, e.g. Tadoma (6). It is often
reported that these persons startle and may be frightened by
unexpected approaches. There is, at present, little knowl-
edge of how deaf-blind people get information about and
monitor the environment and how to improve on their situ-
ation in this respect (for a review see reference 7). 

When neither deaf-blind individuals’ audition nor
vision is sufficient to give environmental information, the
cutaneous senses are the most promising substitute. Several
attempts have been made to design instruments for sound
localization and to test the orientation ability when using
vibrators on the skin. No portable instrument has been test-
ed so far, but the laboratory results are promising. A recent
review has been presented (8). The ear-worn two-channel
instrument designed by Weisenberger and colleagues (9) is
the closest attempt, presented so far, to design a portable
instrument for sound localization. However, more extensive
documentation and application has not yet followed the ini-
tial presentation.

In an ongoing project, we have approached these
problems from several aspects. In one study, we analyzed
attitudes of the deaf-blind towards environmental interac-
tion and the strategies they use for environmental control
(10). In a second study, we designed a laboratory instru-
ment that performs real-time directional analysis using
the input from three microphones with real-time analysis
based on the principle described by Kaneda (11). With
this system, directional data are presented to the user by
means of vibrators. In a third study, deaf and deaf-blind
subjects evaluated the entire system. 

The purpose of this present study is to describe the
analysis program and the test results with the system

placed on mannequin and human heads in our sound
environmental chamber (12). Subject performance is
examined in a companion report (19).

METHODS

Sound Localization Instrument
Figure 1 shows a schematic drawing of the three

microphones and the four vibrotactile transducers mount-
ed on a pair of eyeglasses. The microphones (mini elec-
tret, type AGK 417/C with a flat frequency response from
20 Hz to 20 kHz) were mounted in front of the ears and
on the front piece between the glasses. The four vibrators
(KASEI A4B-03-W) were mounted on soft springs to
keep skin contact pressure reasonably constant. Two
vibrators were placed on the mastoid bone behind the
ears, two in contact with the lateral part of the orbita. The
present article only describes the results of the analysis
program and the participating humans were not asked to
indicate perceived directions.

Directional Analysis
A cross-correlation method is used for directional

analysis. Figure 2 shows a block diagram for the analy-
sis algorithm. The algorithm is based on Kaneda (11).
With three microphones and limited computing power, it
gives an adequate, easily controlled, robust 360˚ direc-
tional analysis. With this result, comparison with other
methods was found less important for the study. 

The algorithm uses a time delay, peak hold estima-
tion technique for reducing the sensitivity for echoes. In
the proposed system, combinations of three correlations
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Figure 1.
Mounting of three microphones and four vibrators on eyeglasses used
for analyses and coding direction to sound sources.
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are used for unambiguous directional analysis. We have
assumed that the precision needed for deaf-blind subjects
is in the order of 45˚, enough to decide the direction for
turning of the body or reaching out the arm.

The three microphones are mounted in a triangle.
The signals from the microphones were filtered, ampli-
fied, and then fed to a DSP board in a personal computer.
The microphone signals were then A/D converted at 12
kHz. The input signals from the three microphones were
band-pass filtered with selectable cutoff frequencies. In
the present studies, the cutoff frequencies have been cho-
sen to match human speech long-time average spectra.

The filtered signals are then fed into echo-suppres-
sion circuitry, using the Haas effect. It consists of a peak-
hold block with the logarithm calculated on the output,
and the signal is differentiated to give more distinct puls-
es to the correlation function. The decay time of the peak-
hold block is adjusted to have the same time as the
reverberation decay of the room. In the present study, the
parameter values for cutoff frequencies and decay times
were chosen by the test leader on the basis of previous
pilot testing and were kept constant for all tests and sub-
jects. In the final equipment we plan to have the subject
able to adjust the parameters. Kaneda’s study (11), using

narrow-band signal, showed that the phase component
was strongly affected by reflecting sounds. In the current
implementation, also using wide-band signals, an addi-
tional branch to include phase information improved the
results.

A time-domain cross-correlation is then performed
on the preprocessed signals for each microphone pair.
The front direction microphone has 17 correlation points,
whereas the side pairs have 11 points. The reason for
using different numbers of points is that the microphones
are not symmetrically mounted. After the cross-correla-
tion computation an exponential decay average is calcu-
lated on the correlation data.

The directional analysis algorithm is implemented
using the Aladdin Interactive DSP Workbench software
(13) and then integrated into a Microsoft Visual Basic
application for control. From the application, the test
leader can adjust filter cutoff frequencies, threshold level,
and decay time constants. 

The frequency dependence of the inter-aural time
delay was measured and found to be comparable to data
in the literature (14). Time delay is not unequivocal for
the frequencies above >1.5 kHz. Therefore, for optimal
result, the equipment needs to be calibrated for each user. 

Figure 2.
The DSP implementation as a time discrete model. To obtain a complete analysis, the three input signals are cross-correlated in three pairs. In the
correlation between right and left channels, 17 spectral points are used (5 the number of links in the picture above), in the two others, 11 points
are used.
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Testing Procedure
All of the tests were performed in the environmental

sound chamber (12), which consists of a sound-treated
room designed according to the LEDE principle (15). The
test subject was seated in the center of a circular arrange-
ment of twelve loudspeakers (30 degrees apart). Figure 3
shows the experimental setup with the eyeglasses on the
test subject who is seated in the center of the loudspeak-
er array. 

Since the purpose of this experiment was to evaluate
the algorithm, the subjects were only passive carriers of
the eyeglasses, and did not indicate sound direction. The
reverberation time of the room was below 0.2 seconds,
which is shorter than the value for a conventional office
or living room. Two tests were used. In the first, the Word
Localisation (WL 360) test, monosyllabic words (approx-
imately 0.8-second duration) were presented randomly
from the 12 loudspeakers, with a total of 60 presentations.
A speech spectrum noise (26 dB/octave above 1.0 kHz)
could be added to the remaining 11 loudspeakers and the
signal-to-noise ratio varied. In the second test, the stimuli
consisted of 1-second bursts of 1/3 octave noise band (48
dB per octave). White noise masking was used for deter-
mination of signal-to-noise ratio for the narrow band
noise bursts. The test signals (words, noise bursts) were
presented at approximately 5-second intervals from pseu-
do-randomized directions, a total of 5 in each direction.
For the present purpose of determining the capability of
the analysis program, the vibrators were disconnected

and the angle calculated by the program was the depen-
dent variable. The eyeglasses were tested both on a poly-
styrene mannequin head and on human test subjects. 

The calibrations were performed with the 1-inch
microphone (Bruel & Kjaer) placed on the center of the
head. The speech level and the level of the speech spec-
trum noise, the narrow band noise, and the white noise
levels were determined as the rms level dBA (described in
more detail in reference 12).

RESULTS

Frequency Characteristics
Figure 4 shows the “error,” i.e., the median difference

between the calculated angle and the presentation angle of
the selected loudspeaker as a function of azimuth for four
human subjects. The stimuli were 1/3-octave band noise
bursts at the frequencies 500, 1,000, 2,000, and 4,000 Hz at
63 dB SPL presented in a quiet background. The bandwidth
of the analysis system was 250–6,000 Hz and the integra-
tion time 250 ms. Except for 1,000 Hz at 90-degrees
azimuth (outside the scale) the errors were small. At this
direction there was a 180-degree reversal in more than half
of the presentations, the reason for which is probably irreg-
ularities in the acoustics of the test room.

Speech Stimuli
Figure 5 shows the median and inter-quartile range

(shaded) for speech stimuli from the WL 360 test pre-
sented at 73 dB SPL in a quiet background. The value of
the median is presented inside the circle and the source
angle outside the circle. The results were obtained
through placing the eyeglasses on 10 human heads. The
frequency limits of the analysis were 250 Hz and 2,500
Hz. As can be seen, there is practically no error at 0
degrees and 180 degrees, and the error is largest around
±90 degrees, i.e., up to about 15 degrees. The variability
is reasonably small. The median values of the calculated
directions show a small (0 to 17˚) but significant differ-
ence from the presentation directions (p<0.05 for all
angles except 30˚; Wilcoxon-signed ranks test). 

Susceptibility to Interfering Noise
The deterioration of the program predictions in

noise environments was determined with the WL 360,
with speech signals or band-limited noise in the speech
frequency range at different interfering noise levels
(speech frequency noise for speech signals and white

Figure 3
Sound environmental chamber for testing of directional response and
presentation of simulated or recorded sound environments. 



noise for band-limited noise stimuli). Figure 6 shows the
median error for four directions of speech presentation at
73 dB SPL as a function of the noise level for five sepa-
rate measurements on a mannequin head. It is seen that
the errors are small for noise levels up to 63–65 dB SPL,
i.e., a signal-to-noise ratio of 110 to 18 dB.

A separate test was performed to determine the sig-
nal-to-noise ratio for 1/3-octave noise bursts (signal) in a
white-noise background. The narrow-band noise was cen-
tered at 500, 1,000, 2,000, and 4,000 Hz. The measure-
ments were performed on three human heads. The
sound-pressure level at which the analysis program lost
track (errors >20 degrees) of the sound source was deter-
mined. The sensitivity for different frequencies of the
narrow-band noise is shown in Table 1, and the role of
the presentation angle is shown in Table 2. It is evident
that the equipment is more robust for low-frequency sig-
nals and for signals coming from 0˚ azimuth. 

DISCUSSION

Choice of Algorithm
In previous attempts to use the vibratory sense for

sound localization, direct, amplified microphone signals
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Figure 5.
Error (median, inter-quartile range) for calculated direction for the
three-microphone system mounted on human heads as a function of
azimuth. 73 dB SPL. 10 individuals. Source direction: figures outside
the circle. Response: figures inside the circle (median). Inter-quartile
range: Shaded area.

Figure 4.
Errors (median) in calculated sound direction, as a function of azimuth for the cross-correlation algorithm of the three-microphone instrument.
Tests on four different human heads. Stimuli bursts of 1/3-octave noise bands, 63 dB SPL.
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have been utilized (for a review see reference 8). Only
rarely has signal processing beyond filtering been used.
Gescheider (16) has introduced an artificial increase in
delay between the signals to the two vibrators in order to
better the low-frequency features of the vibratory sense.
He found that an increase of up to 4 msec between stim-
ulus clicks to two vibrators increased the perceived dis-
placement of the sound source. However, a 6-msec

inter-stimulus delay gave rise to two separate sensations.
Niioka and colleagues (17) used a time-intensity conver-
sion in their instrument. The vibrators were applied to the
fingers, i.e., one of the most sensitive regions for the
vibratory sensations. 

The results of these studies were surprisingly good,
particularly if free head movements and some training
were allowed. There has been no analysis on the

Figure 6.
Noise susceptibility of the three-microphone directional instrument. Monosyllables, 73 dB SPL, were presented from 4 different directions (0, 90,
180, 270 degrees azimuth). Median error as a function of interfering speech frequency noise level. Signal-to-noise ratio was between 18 and 110
dB. (Five separate measurements on a mannequin head.)

Table 1.
Frequency-dependent signal-to-noise ratio for narrow-band noise (63 dB SPL) in white background noise. Average for 3 human
heads and 12 signal directions

Frequency 500 Hz 1000Hz 2000Hz 4000Hz Average

S/N Average 11 dB 13 dB 16 dB 113 dB 15 dB

Table 2.
Direction-dependent signal-to-noise ratio for narrow-band noise (63 dB SPL) in white background noise. Average for three
human heads and four signal frequencies

Azimuth 0˚ 90˚ 180˚ 270˚ Average

S/N Average 0 dB 16dB 18 dB 17 dB 15 dB



robustness in noise environments. We have chosen the
Aladdin DSP Workbench because it allows real-time cal-
culations, great flexibility, and it will allow the subjects to
control important parameters such as threshold, echo-
suppression, frequency limits, et cetera. The system can
be miniaturized and developed to include certain sound-
identification features. 

The algorithm is designed to mimic the principles of
direction analysis used by the auditory system. At this
point, however, we have only used the temporal aspects
of the signal. The intensity difference seen at high fre-
quencies can also be included and probably can improve
the performance in noisy environments. 

There is a lack of data on the performance of previ-
ously described equipment for sound localization by
cutaneous stimulation in interfering noise. Using the pre-
sent equipment, the signal-to-noise ratio with narrow-
band noise bursts as stimuli is as good as 0 dB at
0-degrees azimuth. For speech stimuli in speech frequen-
cy noise, i.e., a difficult listening condition, it is up to 18
dB. This is obviously considerably below normal listen-
ing ability where speech recognition is preserved in sig-
nal-to-noise ratios around 25 dB. However, it is
comparable to the corresponding values for subjects with
hearing impairment (18).

Vibratory Coding
The present system is digital and controls four vibra-

tors to indicate eight directions separated by 45 degrees
(19). The code is simple: For 0, 90, 180, and 270 degrees
azimuth the two front, side, and back vibrators were
active, respectively. For the 45-degree directions only one
vibrator was activated.

In earlier attempts, only slightly transformed signals
have been presented to the vibrators. Weisenberger et al. (9)
used two vibrators with low- and high-frequency analogue
signals, thus providing both intensity and time information.
The results were poor at 500 Hz, but reached, on average,
60-percent correct at 2,000 Hz. Gescheider (16) increased
the delay between the two vibrators. With the previous cod-
ing system the intensity difference rather than time differ-
ence has been important in creating the perceived direction.
Niioka and colleagues (17) utilized this property of the skin
and converted time to intensity in order to produce clear
phantom images. Weisenberger (20) came to the same con-
clusion as Niioka and colleagues, and explained the poor
result at 500 Hz in terms of the poor time resolution of the
skin, which they suggested would be improved by a time-
intensity conversion. 

Our assumption is that the directional information
does not require a higher resolution than 45 degrees.
Sighted persons can detect objects quickly enough with
45˚ resolution, and individuals with Usher I and a small
visual field will have a considerably improved situation.
Deaf-blind persons would then know in which direction
to focus their attention and to search for contact with their
hands. There is intuitively an advantage to have the vibra-
tors on the head. An analogue signal coding with vibra-
tors on the head is difficult to make reliable, since the
cutaneous senses have low accuracy in this region and the
underlying bone will cause interaction due to bone con-
duction between the vibrators (for further information see
the review by Borg, reference 8). A digital system offers
a wide range of possibilities and, as shown in a compan-
ion manuscript (19), the accuracy of digital vibrator cod-
ing is high and no training is needed.

Future Developments
The present results indicate that the DSP algorithm

has the capacity to be beneficial in listening conditions
where hearing aids are particularly useful, i.e., when the
signal-to-noise ratio is better than about 110 dB. This
value is probably an underestimation of its capacity for
everyday listening. The directional device provides infor-
mation about a wide variety of sounds and is not so
focused on human voices as a hearing aid. Rather, results
with noise bands are likely to be more valid in describing
the real robustness of the device in relevant listening sit-
uations. A signal-to-noise ratio around 0 dB is a very
promising result with respect to possible practical appli-
cations. Since the device is provided with threshold con-
trol, the subject can also decide at what level of attention
he will monitor the environment. The details of the issue
of control over analysis parameters will be studied in
future work. The algorithm used will be further improved
by using intensity differences. It can be supplemented
with facilities for identification of certain environmental
sounds such as footsteps, voiced sounds, automobile
noises, et cetera.

The importance of perception and control of the
sound environment has been emphasized only recently by
Söderlund (21). Little attention to this issue has been
given in the past. Plant (22) touches on the problems of
environment and Wallin (23) points out that a drawback
of cochlear implants for deaf people is the lack of direc-
tional information. The present result shows that using
the three-microphone system, directional information can
also be extracted in fairly noisy environments.
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The potential application of directional information
is valuable not only for deaf-blind individuals, but for all
those with various degrees of hearing loss, unilateral or
bilateral, with deteriorated directional hearing. The bene-
fit is expected to be twofold: benefit in terms of localiza-
tion per se, but perhaps primarily in terms of facilitating
speech reading or sign communication.

CONCLUSION

It is concluded a) that it is possible to design a head-
mounted three-microphone four-vibrator device for real-
time detection, localization, and coding of direction of
sound sources; and b) that the precision of the analysis
program and the robustness in noise environments is suf-
ficient to warrant further development aiming at wearable
equipment useful for deaf and deaf-blind individuals. 
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