Optimizing interoperability between video-ocularographic and electromyographic systems

Javier Navallas, PhD;1* Mikel Ariz, MSc;1 Arantxa Villanueva, PhD;1 Javier San Agustín, PhD;2 Rafael Cabeza, PhD1
1Department of Electrical and Electronic Engineering, Public University of Navarra, Campus de Arrosadia, Pamplona, Navarra, Spain; 2Innovative Communication Group, IT University of Copenhagen, Copenhagen, Denmark

Abstract—A new system is presented that enhances the interoperability between a video-ocularographic (VOG) system for mouse movement control and an electromyographic (EMG) system for mouse click detection. The proposed VOG-EMG system combines gaze and muscle information to minimize the number of undesired clicks due to involuntary activations and environmental noise. We tested the system with 24 subjects, comparing three different configurations: one in which the VOG and EMG systems worked independently and two in which we used VOG gaze information to improve the EMG click detection. Results show that the number of false-positive click detections can be reduced when VOG and EMG information is combined. In addition, the third configuration, including extra processing, can reduce the activation delay produced because of the combined use of the VOG and EMG systems. The new VOG-EMG system is meant to be used in noisy environments in which the number of false clicks may impair a reliable human-computer interaction.
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INTRODUCTION

Computers can improve the quality of life of people with severe motor-skill disabilities. Several applications have been developed to make their lives easier and more comfortable. Very often, alternative input devices other than the usual keyboard-mouse combination are required to interact with the computer. These include, among others, head-operated joysticks [1] and communication based on voice control [2]. However, cases exist in which all the aforementioned systems fail. For example, people in an advanced stage of amyotrophic lateral sclerosis have no control over certain muscle movements and therefore may have lost the ability to use a hand-controlled device such as a mouse [3]. Moreover, several motor impairments can arise because of other pathologies such as cerebral palsy, stroke, spinal lesions, and locked-in syndrome, among others [4]. In these cases, using eye movements such as a human-computer interaction technique is often the only solution [5]. The aim of a
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gaze-tracking system is to use the eye gaze position (gaze point) of the user on the screen to control the user interface, i.e., the eye gaze substitutes for the computer mouse. For people with severe disabilities, this solution can be optimal. In fact, human-computer interaction for people with disabilities is one of the most popular applications of gaze-tracking systems [6]. The main techniques used for gaze tracking can be divided into two categories, depending on the technology used [7]:

1. Electro-oculography (EOG). It is based on placing a number of electrodes around the user’s eye that measure voltage differences as the eye rotates inside its orbit. The signal detected depends on the movement of the eye and can be used to calculate gaze direction.

2. Video-oculography (VOG). It is based on image analysis, and it uses a camera to record images of the eye. The image changes as the eye moves, and the variation in the image features is used to deduce eye movement.

3. VOG has become a more popular technique than EOG mainly because of its lower intrusiveness. In addition, EOG systems are affected by interference from muscle signals and changes in pupil size.

VOG systems normally consist of one or more cameras and one or more infrared (IR) light sources. IR light provides a more stable illumination of the eye, allowing different eye features to be detected more robustly. Moreover, IR light produces reflections on the corneal surface that are visible in the image and can be used for calculating the gaze direction.

Among the existing VOG systems, two tendencies are found: high-resolution and low-resolution systems. The high-resolution system works with high-quality cameras and tries to accurately estimate gaze position on the screen [8–9]. On the other hand, low-resolution systems reduce the systems price by implementing gaze-tracking methods that use off-the-shelf components, such as Webcams [10–11]. These systems usually provide a lower accuracy than high-resolution systems; therefore, they need adapted interfaces, such as zooming or reducing the number of possible icons on the screen.

Gaze-tracking systems based on VOG were first developed in the '60s and '70s. However, the technology has significantly improved in the last decade. One of the first works published in eye tracking in 1974 already used a camera and IR lighting to track the user’s gaze [12]. Today, eye gaze has been integrated in many commercial systems either as a communication device or as an eye-movement analysis tool, and most of these systems continue using IR light-emitting diodes (LEDs) and cameras in their hardware. Some issues still exist that prevent this technology from being useful for all potential users. Most gaze-tracking systems are sensitive to variations in light conditions, and their performance is greatly affected in outdoor scenarios. Furthermore, the user often needs to remain still in front of the camera to maintain the accuracy.

However, one of the most discussed topics in the eye-tracking community is the “Midas touch problem.” This topic is defined as “the difficulty of determining intended activation of gazed features (the eyes do not register button clicks)” [7]. In other words, “everywhere you look, another command is activated; you cannot look anywhere without issuing a command” [13]. When the eye is moving around the screen, one cannot differentiate whether the user is just looking, is searching for something, or wants to select (click on) the gazed element. Many solutions have been proposed during the last few years to solve the Midas touch problem. The proposed alternatives can be classified in two groups:

1. Solutions based on eye actions: additional “eye actions” are required to infer an activation intention. These include blinking and maintaining the eye fixated on the desired element for a predefined “dwell time” [14–15].

2. Solutions based on multimodal interfaces: they combine gaze information with other supplementary user input. The idea is to use an alternative physiological signal from the user to infer the “click.” Different possibilities are found in this group, such as brain computer interfaces, electromyography (EMG), and voice control [16–17].

The solutions of the first group have proven to be valid for several users who can maintain a stable fixation or can perform controlled blinks, even if it is not a “natural” task for the eye. However, users cannot always maintain a stable fixation. Moreover, although the gaze-based cursor movement has a lower pointing time (the cursor moves faster than the mouse because of the fast eye movements), the speed advantage is lost due to a higher selection time because dwell times usually range from 500 to 1,000 ms [13].

Multimodal interfaces are more versatile and can be adapted to each user according to his or her abilities. By gazing, a user moves the cursor, and by using an alternative input, such as sound (voice control), movement, or brain or muscle activity, a user makes the selection (i.e., the click).
EMG is the technique for evaluating and recording the electrical activity of muscles. Using muscle activity as an activation signal has proven to be feasible for many reasons. EMG systems can be adapted to the user in terms of the muscle selected and the sensitivity required to perform an activation. Any active muscle of the user can be used as input, and the system does not require body movement but rather the detection of a signal in the muscle, i.e., the system sensitivity can be adapted to the user’s muscle activity, which results in a less-tiring system compared with other systems such as head buttons or sip/puff systems. In addition, EMG-based systems have been demonstrated to be faster and comparable with mouse selection speed [18].

However, EMG systems are affected by noise in the system. Depending on the signal strength, many involuntary selections can occur because of noise or involuntary muscle activations when high-sensitivity levels are used [19–20]. In addition, certain environments can also introduce artifacts due to movement. Recently, eye-tracking-based prototypes have been presented to drive wheelchairs [21–22]. The user uses gaze to drive the wheelchair with an interface in which the direction can be selected. The wheelchair will keep going in the same direction until a new selection is made. Undesired movements of the wheelchair can arise and are the main sources of involuntary selections; that is, they represent the “system noise.”

This article presents a multimodal interface based on VOG and EMG for people who are severely disabled with eye-movement control and any kind of muscle activity. Different systems implementing these solutions can be found in the literature [18,23–25]. We present a novel VOG-EMG system with improved robustness to involuntary and noisy selections. The prototype introduced in this article aims to reduce the effect of the system noise with a communication protocol between the VOG and EMG systems. The system is described in the next section, which is divided into three subsections.

**METHODS**

**VOG and EMG Systems**

The system proposed in this article is a multimodal interface based on VOG and EMG systems. Essentially, the VOG system controls the movement of the mouse with the use of gaze, and the EMG system performs the selections with use of the frontalis muscle. The multimodal interface was developed to work in two different operation modes: (1) system with no communication (SNC) between the VOG and EMG systems (i.e., the usual operation mode) and (2) system with communication (SC) between the VOG and EMG systems, with gaze fixation detection for improving the EMG-driven selection detection. Two variants of the communication protocol have been developed.

The VOG and EMG systems are presented separately in the two sections that follow. The communication protocol between both systems is described in the third section.

**Video-Oculographic System**

The gaze-tracking system consists of a camera, working at 30 images/s at a resolution of 1024 × 768 pixels, and two groups of IR LEDs emitting at 880 nm (Figure 1). The camera is placed under the monitor, and the two LED groups are located at both sides of the screen. A focal length of 35 mm is used to capture a high-resolution image of the eye area. The camera mounts an optical filter that rejects light coming from external sources not in the IR band.

A gaze-tracking system consists of two main blocks: an eye-tracking block that extracts the information of the eye features from the image and a gaze-estimation block that uses these eye features to estimate where the user is looking on the screen. In the system described in this article, the eye-tracking (or image-processing) block uses the eye image as input and processes it to calculate the position of the pupil center and the two glints. Image segmentation is done with the use of information on gray level, size, compactness, and glint-pupil relative positions. In the first image, a search is conducted in the whole image. For subsequent images, the information of the previous image is used for defining a search window. If the pupil and glints are not found in the window, the system searches the whole image again. In the gaze-estimation block, the glints and pupil positions are used as input to the function that estimates the gaze-point coordinates in the screen. Generally, a second- or third-order polynomial is selected as the gaze estimation function based on unknown coefficients [26–27] in which glints and pupil center positions are used as input variables:

\[(p_x, p_y) = g(\vec{c}, \vec{f}),\]

where \(p_x\) and \(p_y\) are the coordinates of the gaze point on the screen, \(g(\cdot)\) is the gaze estimation function, \(\vec{c}\) is the vector of unknown coefficients, and \(\vec{f}\) is the vector of features extracted from the image.
The coefficients of this function are determined by means of a calibration procedure. The user is asked to gaze at certain points on the screen. Normally, a 3 × 3 or 4 × 4 grid of points uniformly distributed on the screen is used. The user gazes at each of the points while the system records the pupil and glints positions from the images associated with the calibration point coordinates. Once the grid is completed, the system calculates the unknown coefficients of the selected gaze-estimation function using the calibration information. This function is then interpolated for the rest of the points on the screen with similar accuracy. The use of the operating system (OS) application programming interface moves the mouse. The gaze-tracking system calls this function each time a screen point is calculated to perform cursor movement.

The gaze-tracking system records eye movement to differentiate between fixations and saccadic movements. A fixation of the eye is defined as a quasistable position of the eye in an area <1° of the visual angle [28]. Saccadic movements are high-speed jumps between fixations. The velocity of a saccade depends linearly on the amplitude, e.g., a 10° amplitude is associated with a velocity of 300°/s, and 30° is associated with 500°/s. On the other hand, we can characterize a fixation by applying explicit spatial and temporal criteria. We can detect a fixation if the eye remains within a radius of 1° during a temporal fixation threshold of 200 ms, which is the de facto standard [19]. The gaze-tracking system measures eye-movement spatial dispersion and speed to infer fixation status (Figure 2(a)) and differentiate between fixation and saccadic movements of the eye.

**Electromyographic System**

EMG deals with the acquisition and processing of the electrical activity associated with muscle contraction. EMG techniques can be divided into two groups: intramuscular EMG and surface EMG. Intramuscular EMG, which...
requires the insertion of an indwelling electrode (usually a needle electrode), is employed in the assessment of neuromuscular diseases in clinical practice [29]. Surface EMG uses one or more electrodes attached to the skin covering the muscle under study and has applications in nerve conduction studies [30], ergonomics [31], kinesiology [32], prostheses control [33], and biofeedback [34]. Hence, we have chosen surface EMG recording to assess the activation of a given muscle because of its low invasiveness and good performance. A typical EMG system consists of a set of recording electrodes, a signal amplifier, a data acquisition unit, and postprocessing software. In our EMG system, two disposable, self-adhesive pre-gelled electrodes are attached to the forehead, over the frontalis muscle, and a third one is attached to the wrist. The exact position of the electrodes is not critical to the setup. The signals from the two electrodes on the forehead are the input to a differential amplifier (bipolar EMG recording configuration [35]), while the signal from the electrode on the wrist acts as a reference. The preprocessing stage of the signal amplifier includes a band-rejection filter, tuned to 50 Hz, and a bandpass filter with cutoff frequencies of 5 and 500 Hz. The amplified signal is digitized (32 b/sample, 2,400 samples/s) and transmitted to a personal computer. The software for the postprocessing and user interface tools was programmed in LabVIEW (National Instruments Corporation; Austin, Texas). This program includes the algorithm for the muscle activation detection that determines whether the muscle is activated or not.

Some techniques analyze the signal in the frequency domain to detect muscle activation, while others limit their analysis to the temporal domain. We have focused our attention on temporal analysis because the computational complexity is reduced. Most detection algorithms consist of up to three basic processing stages, namely signal conditioning, detection, and postprocessing. In general, all systems establish a threshold value that should be exceeded by a function of the input samples for determining that an activation has occurred. We selected the activation detection algorithm after an evaluation study of some of the available algorithms. We compared six different algorithms, namely, Hodges and Bui [36], Bonato et al. [19], Lidierth [37], Abbink et al. [38], and approximated generalized likelihood ratio (AGLR) step and AGLR ramp [39].

The evaluation study for selecting the activation detection algorithm is detailed elsewhere [40]. In brief, we tested the algorithms in 50 series of experiments (10 users/5 types of experiments) in which each user had to activate the muscle after a visual stimulus. We presented 100 stimuli in each experiment. The different series included different muscles and different levels of voluntary muscle contraction. Each series provided one EMG signal that we used to evaluate the six algorithms offline, given that the expected activation pattern was known in advance. We measured the quality of the algorithms with a figure of merit defined as a function of the number of false-positive detections and the number of false-negative detections and measured with the processing delay introduced by the algorithm. The results showed that the AGLR step is the best balance between the figure of merit and the processing delay.

The AGLR-step algorithm calculates an estimate of the muscle activity as a function of the mean and variance of the level of activity at rest and a set of EMG samples within a 9.60 ms window [39]. Whenever this activity estimate exceeds a predefined threshold value, the activation flag is set to “true.” This threshold value is determined during the calibration of the algorithm. In the final implementation of the activation detection algorithm, the signal is analyzed within the time between buffers (8.33 ms), leading to a processing delay of between 8.33 and 16.67 ms. An activation flag is set to “true” whenever the AGLR-step algorithm detects muscle activity. If the EMG system is operating without communication with the VOG system, a mouse click event is sent to the OS when the activation flag is set to “true.” Additionally, a refractory period of 200 ms is established, during which the signal is not analyzed by the AGLR-step algorithm (an ongoing activation associated with the click is assumed to occur during the refractory period) and after which the activation flag returns to “false,” and the signal analysis restarts (Figure 2(b)).

Multimodal Interface VOG+EMG

Once we implemented and tested both systems, we combined them in a single interface (VOG+EMG). The gaze-tracking system was used to move the cursor on the screen, while the EMG system used muscle activation as a click signal and sent a mouse click event to the OS. We implemented three different multimodal systems:

1. SNC: VOG and EMG work independently. Each time a muscle activation is detected, a click event is sent to the OS, regardless of the VOG status (Figure 3(a)). A multimodal system usually works this way.

2. SC: A communication protocol is established between both systems. The EMG system receives information
about the fixation status of the eye from the VOG system. When an activation is detected, the EMG system sends a click event to the system only if a simultaneous fixation occurs (Figure 3(b)).

3. System with communication and fixation delay correction (SCDC): The EMG system also receives information about the fixation status of the eye from the VOG system. When an activation is detected, the EMG system issues a click event only if a simultaneous fixation occurs. Additionally, when the EMG receives the fixation signal, it checks whether an activation has occurred in a temporal window before that moment. The length of the temporal window is equal to the fixation delay, and the click is not sent until the fixation is achieved (Figure 3(c)).

Our hypothesis is that voluntary activations only occur in maintained fixation situations. In other words, muscle activations that occur when the eye is not fixating (e.g., performing saccadic movements) can be considered involuntary and therefore rejected. In the second system (SC), once an activation is detected, the EMG system will check the eye fixation status and will only issue a click event to the OS if a fixation is occurring. This procedure might introduce a delay on the click signaling in situations in which the muscle activation is performed before the VOG system has reported a fixation. In the third system (SCDC), an attempt is made to compensate for this delay in the fixation detection. Activations are accepted that occur between the moment the fixation starts and the moment it is detected by the gaze-tracking system. However, the click event is not issued until the VOG reports a fixation.

Activations in no-fixation situations can happen because of involuntary user actions (e.g., spasmodic activation) or system noise. In both cases, these undesirable activations can be modeled by introducing noise to the system. The experiments performed to compare the three systems (SNC, SC, and SCDC) are described in the next section.

**Experimental Protocol**

**Participants and Apparatus**

Twenty-four volunteers, ranging from 24 to 41 years old, participated in the study. All subjects were nondisabled with no diagnosed neurological impairment and signed the informed consent. They were randomly divided into three groups of eight people each: one group tested the SNC, another group tested SC, and the other group tested SCDC. Three users had previous experience with gaze tracking and the EMG selection method, and each of them was assigned to a different group. We used a 17 in. monitor with a resolution of 1,280 × 1,024 to present the target-acquisition task. The gaze tracker and the EMG system introduced previously were used in the experiment. Figure 4 shows the experimental setup with one of the participants during the test.

**Design and Procedure**

We conducted the experiment using a 3 × 3 × 2 mixed design. Factors were type of communication (SNC, SC, or
The experiment consisted of a target-acquisition task as specified in the International Organization for Standardization standard 9241-9, following a similar procedure as in the study by Zhang and MacKenzie [41]. Sixteen targets were arranged in a circular layout, and participants had to point at each target using their eyes and select it by frowning or tightening their jaws. The participants were instructed to select the targets as accurately as possible. The size of the targets was fixed to 150 pixels in diameter. Prior to starting the experiment, participants calibrated both systems and ran a warm-up trial to become acquainted with the multimodal interface. The warm-up trial consisted of 64 targets for each subject, with a fixation delay of 200 ms and no artificial noise added. Each participant completed a block of 64 trials (four times each target in a random sequence) for each combination of noise level and fixation delay, using the type of communication between the gaze tracker and EMG corresponding to his or her group. The order of the six blocks was counterbalanced to neutralize learning effects.

In a normal situation, a user usually performs two types of tasks: a visual task, such as browsing or reading, and a selection task to activate a menu item or a link. During the visual task, no clicks should be performed because they can lead to an undesired selection. We added a moving object to simulate the situation in which the user is not fixating and does not want to activate a click. The object appeared randomly between 2 and 4 s and followed a lemniscate of Bernoulli curve with constant speed. Once the random time elapsed, this object disappeared and a new target that the user had to select was displayed. Participants were instructed not to perform any activation while the moving object was on the screen.

In each trial, we measured completion time (i.e., time required to select the target since the moment it appeared), error rate (i.e., the proportion of targets selected when the cursor was outside the target), involuntary selections (i.e., the proportion of targets selected by noise and not by an EMG activation), and clicks produced by noise (i.e., the proportion of noisy activations that issued a click event).

Simulation of Noisy Environment

Noisy environments in which involuntary muscle activations occur might lead to undesired selections when employing an EMG system to perform clicks. For example, the movement of a wheelchair will introduce noise in the system, thus generating undesired activations. People with involuntary facial movements will also perform undesired selections due to involuntary activation of the targeted muscle or to cross talk from involuntary activation of nearby muscles.

We stimulated a noisy environment in which undesired muscle activations occur by introducing random activations to the EMG system. A homogeneous Poisson process was chosen to model the noisy activations. In the LN condition, the average time between noisy activations (the inverse of the intensity of the Poisson process) was 8 s, while in the HN condition, it was 4 s. The noisy activations were treated the same as the voluntary ones regarding the multimodal system.

RESULTS

Results are presented separately for all four dependent variables of the experiment: completion time, error rate, number of involuntary selections, and number of noisy clicks for each target. For each measured variable, the analysis is divided into two blocks: the results obtained with the fixation delay set to 200 ms and the results obtained with the fixation delay set to 400 ms. Fixation delay did not influence the results of SNC; therefore, only one fixation delay was used in that condition.
Completion Time

Completion time was defined as the mean time used by the user since the target was displayed until the selection was performed. We calculated this mean time by averaging all the targets of each trial. Figure 5 shows the results for each type of communication and noise level for both fixation delays.

The type of communication used affected completion time significantly, $F_{2,21} = 41.01$, $p < 0.05$. The use of communication (SC and SCDC) increased the completion time, with the increase higher in the 400 ms fixation delay than in the 200 ms. This delay was partially compensated when the fixation delay correction was incorporated (SCDC). SC and SCDC were compared, and SCDC resulted in a faster system ($p < 0.05$ after Bonferroni adjustment). Noise did not significantly affect the completion time of any of the systems, $F_{2,42} = 1.72$, $p > 0.05$.

Error Rate

The error rate was defined as the ratio between the number of targets selected when the cursor was outside the target (unsuccessful activations) and the total number of targets for each trial. Figure 6 shows the error rate measured for each type of communication, noise level, and fixation delay.

The type of communication used significantly affected error rate, $F_{2,21} = 19.66$, $p < 0.05$. The SC and SCDC presented a lower error rate than that for the SNC. Noise level also significantly affected error rate, $F_{2,42} = 6.53$, $p < 0.05$. A post hoc analysis with Bonferroni adjustment showed that error rate was significantly higher for the HN condition. Fixation delay significantly affected error rate, $F_{1,21} = 4.94$, $p < 0.05$. Error rates for SC and SCDC were slightly reduced when a fixation delay of 400 ms was used instead of 200 ms.

![Figure 5.](image1.png)

Completion time obtained with fixation delay of (a) 200 and (b) 400 ms. In each plot, three systems (with no communication [SNC], with communication [SC], and with communication and fixation delay correction [SCDC]) are tested in three noise conditions (no noise [NN], low noise [LN], and high noise [HN]). Mean value (bars) and standard error of the mean (error bars) are depicted.

![Figure 6.](image2.png)

Error rate obtained with fixation delay of (a) 200 and (b) 400 ms. In each plot, three systems (with no communication [SNC], with communication [SC], and with communication and fixation delay correction [SCDC]) were tested in three noise conditions (no noise [NN], low noise [LN], and high noise [HN]). Mean value (bars) and standard error of mean (error bars) are depicted.
Involuntary Selections

The number of involuntary selections was defined as the number of targets selected (click over target) due to noise and not due to EMG activation. For all the experiments, the number of involuntary selections increased with noise, $F_{2,42} = 107.51, p < 0.05$. The real noise level was low (signal-to-noise ratio 37 to 42 dB), ensuring that the number of involuntary activations due to real noise was negligible. This increase was especially noticeable in SCDC with a 200 ms fixation delay. SCs had a significantly lower number of involuntary selections, $F_{2,21} = 13.61, p < 0.05$, except for SCDC with a 200 ms fixation delay. Apart from this finding, the remaining systems were not significantly different differences between the 200 ms and 400 ms activation windows.

Noisy Clicks for each Target

The number of noisy clicks for each target was defined as the number of clicks (not necessarily selections) due to noise that occurred during the presentation of a single target. This result included the time during which the moving target was displayed, i.e., before the current target was presented. Figure 7 depicts the noisy clicks for each target measured for each type of communication, noise level, and fixation delay.

The type of communication significantly affected the ratio of noisy clicks for each target, $F_{2,21} = 369.09, p < 0.05$, and SC and SCDC performed considerably better than SNC, with a reduction of the number of noisy clicks by more than four-fold. No significant differences between SC and SCDC were present with a fixation delay of 200 ms and with 400 ms. Fixation delay significantly affected noisy clicks for each target, $F_{1,21} = 23.26, p < 0.05$. In Figure 7, a reduction of the noisy clicks for each target is shown for a fixation delay of 400 ms as compared with 200 ms for both systems with communication. Noise level also has a significant effect, $F_{2,42} = 387.72, p < 0.05$, with noisy clicks increasing with noise.

DISCUSSION

The use of information on eye fixations in detecting voluntary facial-muscle selections improved the robustness of multimodal interfaces to noise based on VOG and EMG, at the expense of a slight increase of selection time. Specifically, the VOG-EMG combination proposed in this article helped reduce the error rate due to system noise by requiring a gaze fixation to issue a click event when a muscle activation was detected. Therefore, the number of potential erroneous selections during a visual task in which the user did not intend to perform any activation was reduced. As a result, the robustness of the system increased compared with that of a system in which this tight integration between the VOG and EMG systems did not exist.

The obtained error rate for the SNC in NN conditions (12%) was slightly below the error rates obtained in previous studies: 17 [42], 24 [18], and 34 percent [43]. When communication between the VOG and EMG systems was used, error rates fell below 5 percent in NN and LN environments and below 10 percent in the HN environment. These low error rates, even without communication, may be because we fully controlled the operation of both subsystems separately. Specifically, the VOG system included a fast fixation estimation algorithm (described in the section “Video-Oculographic System,” page 255) that made the cursor follow gaze direction more closely com-
pared with other available gaze-tracking systems. On the other hand, the EMG system employed a statistical estimation method for activating detection [39], which performed more accurately than simple thresholding algorithms.

Communication was delayed because the fixation condition could not be detected instantly. In fact, a fixation is defined as a quasistable position of the eye (spatial dispersion below 1°) during at least 150 ms [28]. In addition, for the activation flag to be raised, the system required a sustained fixation during the predefined fixation delay (200 and 400 ms). These findings imply a minimum unavoidable delay for the proposed system, as shown in the results for the completion time when SNC and SC frameworks were compared. The SCDC tried to compensate for this delay by accepting muscle activations that occurred during the fixation delay (while the fixation was occurring but still not detected). As the results for completion time for this system show (Figure 5), part of the additional delay introduced by SC was compensated. However, the mean completion time was still higher than the completion time of SNC.

SCDC, however, presented an undesired effect especially noticeable in HN conditions when involuntary selections are measured with 200 ms as the fixation delay. As shown in Figure 8, the number of involuntary selections equaled the rate of the SNC system. This effect was not present when the fixation delay was set to 400 ms, where the number of involuntary selections was almost equal to that of SC. This effect may be produced by the way the number of involuntary selections was defined: whenever a selection was made, the evaluation protocol looked for a voluntary activation within the fixation delay before the fixation, disregarding any involuntary selection due to noise. Only if a voluntary selection was not found was the event declared involuntary. Thus, when the activation was set to 400 ms, the probability of finding a voluntary activation was doubled compared with that of 200 ms.

In summary, SCDC performed adequately in NN and LN conditions, with involuntary selections and noise errors compared with those of SC. However, it presented lower completion time than SC, which resulted in a faster interface. On the other hand, SC was more accurate in HN environments, at the expense of a slight increase in processing delay, as demonstrated by the completion time results. Hence, we suggest the possibility of having the fixation delay compensation as an additional mechanism that may be switched off whenever the external conditions may induce HN in the system.

Further experiments are needed to validate the system with subjects with motor difficulties or neurological impairments for which the casuistry is wider and the tests are difficult to standardize. Our first objective was to validate the system and our hypothesis with a high number of nondisabled individuals so that we can obtain statistically significant results. Experts working with users who are disabled should be recruited to plan the experiments and the tests and to develop practical applications of the interface in the fields of communications and rehabilitation. We consider that highly valuable information can be obtained from the studies with users who are disabled in which rate versus accuracy trade-off can be considered. While many of the EMG-based systems try to increase communication speed, we expect that increasing the accuracy can decrease the fatigue and frustration for many users who are disabled.
CONCLUSIONS

A multimodal interface that combines gaze pointing and EMG clicking has been implemented and evaluated. Both subsystems were designed independently and combined by means of a communication protocol, allowing for a higher robustness to noise: the use of eye fixation information provided by the gaze tracker in detecting muscle activations improved the performance of the whole interface in terms of undesired activations. However, completion time was increased because of a simultaneous fixation to issue a click event.

The tight integration between the gaze tracker and EMG system proposed in this article reduced the number of undesired selections that occurred when the user performed a visual task such as reading or browsing. This reduction might benefit environments in which false activations likely occur, for example, when the user is driving a wheelchair or has involuntary facial muscle movements, hence increasing the robustness and reliability of the multimodal interface.
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