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Abstract—Rehabilitation research presents unique and challenging problems to investigators during both the design and analysis periods. Statistical issues regarding sample size requirements for an adequately powered study may be in direct conflict with realistic recruitment and subject retention goals. Issues of underpowered studies, sample size requirements, and recruitment goals plague rehabilitation research. Randomized clinical trials (RCTs) are typically narrow in scope and thus lack generalizability to everyday, yet specific, clinical problems; they are also costly and time-consuming and require large numbers of participants for randomization to have optimal, desired effects. Further, the RCT design may not be applicable to assistive technologies and environmental modifications—vital components of disability and rehabilitation research—nor is it appropriate in situations in which theoretical models of change are lacking or premature. Single-case designs are better suited for studies in which understanding and changing patient behavior and functional status are primary goals and the targeted sample sizes are less than 30 and frequently less than 10. Theoretical, methodological, and clinical reasons for using experimental and quasi-experimental single-case designs are presented. Recommendations for designing and conducting single-case studies that contribute to the evidence base are also discussed.

INTRODUCTION

Rehabilitation research implements studies in which the long-term goals are to improve health and promote wellness for persons with physical disabilities. Rehabilitation presents a growing area of research within society as a whole and, more specifically, within the Veterans Health Administration (VHA) and Department of Defense. The recent Operation Iraqi Freedom/Operation Enduring Freedom conflicts have resulted in an unprecedented number of wounded warriors presenting for rehabilitation because of traumatic brain injury (TBI), blast injuries, amputation, and other conditions, which frequently include polytrauma characterized by lung, bowel, and inner ear injuries;
traumatic-limb or partial-limb amputation; soft tissue trauma from fragments and other missiles; and posttraumatic stress injuries [1–3]. As a result, the VA has targeted rehabilitation research as a primary focus of the overall research portfolio.

The randomized clinical trial (RCT) is the gold standard of research designs, providing the best evidence of effect [4]. The RCT is regarded as the most rigorous design because of the prospective nature, randomization of subjects to independent study arms, and blinding process. Ideally, the randomization process balances potential confounding factors equally across study groups, and blinding reduces potential bias by blocking investigators and subjects from the hypothesis under investigation.

However, RCTs are generally narrow in scope and thus lack generalizability [5–7]; they are costly and time-consuming. The RCT design may not be applicable to assistive technologies and environmental modifications—vital components of disability and rehabilitation research. In many clinical scenarios, a meaningful control group experience is difficult—if not impossible—to design or implement. For example, many interventions in the rehabilitation setting are highly individualized (e.g., modifying assistive equipment to individual needs or abilities) and a control-group comparison is unreasonable [8]. RCTs are typically contingent on participants consenting to the randomization process, which raises concerns about the degree to which consenting participants are representative of the larger number of those who are unable or unwilling to consent. Rehabilitation research often involves specific behavioral and performance outcomes among persons who have low-incidence conditions or who have multiple and complex co-occurring conditions (e.g., polytrauma with behavioral disturbance among returning veterans). The effectiveness of randomization depends on large samples, representative of the population of concern, to distribute unmeasured factors that might otherwise influence results.

Issues of underpowered studies, sample size requirements, and recruitment goals often plague rehabilitation research. Statistical issues regarding sample size requirements for an adequately powered RCT may be in direct conflict with realistic recruitment and subject retention goals. There is simply no margin for error given the number of available subjects with infrequent or co-occurring conditions. Rehabilitation researchers are hard-pressed to balance scientific rigor with clinical feasibility. Consequently, the narrow scope and stringent requirements of the RCT may be theoretically premature, clinically time-consuming, and of questionable generalizability for many research problems encountered in clinical rehabilitation.

In January 2010, the Department of Veteran Affairs (VA), Rehabilitation Research and Development Service convened a State-of-the-Art conference in Miami, Florida, to discuss current and future seminal issues pertinent to rehabilitation research both within and without VA. In this article, we summarize the strategy discussion about situations typically encountered by rehabilitation researchers in which small samples sizes are an issue. Quasi-experimental and experimental small N designs are ideal methods for clinical research in which understanding and changing maladaptive patterns in a patient’s behavior and functional status are primary goals [9–10]. In this article, we summarize strategies that rehabilitation researchers may consider for studying issues in which small sample sizes are expected.

WHY USE SMALL N RESEARCH DESIGNS?

Many reasons exist for conducting single-case research. Studies of costly treatment regimens, such as pharmacologic studies, may not have adequate funding to develop a large subject pool, and investigators may have to choose between increasing the number of subjects and rigorous testing of enrolled subjects. For some pathologies or disease conditions, such as TBI, pediatric oncology, gait and balance disorders, and cardiothoracic surgery, recruiting large numbers of subjects may not be feasible.

Single-case designs are intentionally used in scenarios in which compelling theoretical and clinical reasons exist to examine variable amounts, intensities, and types of interventions to achieve an outcome or resolve a behavioral problem [11]. In some situations, single-case designs may be the best choice; they may be among the most elegant and sophisticated experimental designs for use [12–13]. For these reasons, single-case designs have an impressive legacy in the study of many individualized interventions for persons with disabilities [14–16]. Moreover, an historical overview of the rehabilitation literature reveals that many current empirically supported practices first began with evidence obtained in single-case designs (e.g., behavioral methods for chronic pain rehabilitation, supported employment, and biofeedback) [11]. At times, a control condition may not be ethically appropriate because people cannot be randomized in a
treatment condition and treatment cannot be withheld. Consequently, a study may be ethically confined to quasi-experimental designs in which each person must serve as his or her own control and treatment is not withheld.

Single-case designs vary considerably in quality and rigor. The present article is chiefly concerned with experimental and quasi-experimental designs, as these have the greatest potential among the available small $N$ designs to contribute to the evidence base. However, considering the variation in quality and rigor that exists in small $N$ designs is instructive.

SINGLE-CASE DESIGNS AND CONTINUUM OF CONFIDENCE

Kazdin describes a “continuum of confidence,” which conveys the extent to which one can be assured that any change is due to intervention or treatment effects (p. 258) [17]. At the lowest level of confidence is the anecdotal case study, also often referred to as an uncontrolled case study, which is a study of a single client, dyad, or group in which observations are made under uncontrolled and unsystematic conditions. These designs lack internal validity, but they permit the study of rare or low-incidence phenomena. They may generate new ideas and hypotheses. They may also play a role in the development of new interventions or therapies.

No single definition of “case study” is used across multiple disciplines, but case studies typically explore the mechanisms of a particular disease or condition, while focusing on a detailed observation of an individual person. Case studies may employ systematic observation by a clinician or a researcher, but the design does not manipulate an independent variable (e.g., a treatment) in an a priori manner. In clinical research, a “case” is defined as an individual affected by a disease, illness, or disability, which can be characterized in terms of the outcome of interest. Individual case studies emerge from clinical observation methods as one of the primary tools used by a clinician to understand the nature of illnesses.

Case studies may be helpful in understanding the unique problems of an individual patient [18]. Traditionally, clinicians use this design in absence of external resources. Unfortunately, this method is susceptible to an array of contextual and experimenter biases and alternative explanations of the observations that cannot be easily dismissed. Case studies (and their extension, case reports) have a long history in medical research, particularly in the study of an infrequent or novel occurrence to describe the symptoms, signs, diagnosis, treatment, and follow-up of an individual patient or event. Case studies serve to present discoveries of new diseases and unexpected effects, either adverse or beneficial [19–22]. Vandenburgoucke notes that “. . . case reports and series have a high sensitivity for detecting novelty and therefore remain one of the cornerstones of medical progress; they provide many new ideas in medicine” [23]. Further, recent pharmacologic agents involved in high-profile lawsuits from resulting adverse reactions may have been identified through case reports [24–25].

SMALL $N$ DESIGNS WITH HIGHEST LEVELS OF CONFIDENCE

In contrast, true experimental designs have the highest level of confidence. Multiple single-case designs exist that are true experimental designs. Methodologists generally accept that true experiments are those designs in which randomization (i.e., random assignment) plays a central role. In single-case research, randomization may play a role, but true experiments are those designs in which the researcher is able to control assessment occasions and the administration and termination of the treatment or intervention within the constraints of the design. The fundamental design requirement of single-case experimentation is repeated observations over time. These designs usually begin with a baseline phase in which data are collected before any treatment or intervention occurs. This phase is used to determine the stability of the variable(s) thought to be affected by the treatment. If the baseline phase is too short, then one does not have sufficient confidence that a good estimate of stability was obtained prior to treatment. Although it is often difficult to collect baseline data, an adequate baseline is essential. The baseline phase is followed by a treatment phase. Many variations exist, but a standard example would be the ABAB design in which baseline precedes a treatment phase—which is then repeated. Including the second set of AB phases increases one’s ability to rule out contradictory conclusions and thus accept that the treatment was the cause of the change. In the third phase (the second A phase), one expects the behavior under study to return to the initial baseline levels seen in the first phase. In the final phase, the intervention is again implemented, which allows one to test whether performance again improved with the
initiation of treatment. The basic logic of the ABAB design consists of making comparisons and/or predictions about performance under different conditions.

Several limitations of the ABAB design should be noted. This design requires a return to baseline performance in the second A phase. In many instances, such a return to baseline levels is not possible or would be unethical. For instance, if the intervention was designed to improve a skill set, typically one would not expect a return to baseline even if treatment was withdrawn, in contrast to withdrawing a certain drug, for example. Typically, any intervention that can be viewed as having a learning component would not be expected to return to baseline. In other cases, ceasing treatment when the client is expected to return to the baseline level is the same as expecting the client to get worse. In many cases, this would cause harm and be deemed unethical. A strong alternative (in terms of internal validity) to the ABAB design that does not require a return to baseline is the multiple-baseline design, which will be discussed shortly.

Falling below true experiments on the confidence continuum are quasi-experiments. Quasi-experiments usually do not have random assignment, but it is important to recognize that they can be among “the most effective and powerful” (p. 171) [12] nonrandomized experimental designs [13]. Furthermore, single-case quasi-experimental designs are especially useful in the study of low-incidence problems or conditions in which accessing a large representative sample for randomization of treatment would be virtually impossible. In addition, they are useful in the study of clinically complex cases. When these studies include multiple individuals, they can provide a strong basis for drawing valid inferences about a treatment effect. Such designs may address major threats to internal validity such as history, maturation, testing, and instrumentation.

One essential feature of quasi-experimental designs is that they require continuous assessment or data collection over time. Data collection occurs in all phases of the study. A second essential feature is that intervention effects are replicated over time within the same subject (as in an ABAB design) or, in the case of a multiple baseline with an AB design, intervention effects are replicated across subjects. Through the thoughtful and creative implementation of these two essential features, one may address “threats to validity, demonstrate causal relations, and build a knowledge base” (p. 385) [17].

Multiple-baseline designs are worth highlighting. A major strength of these designs is that they provide the opportunity to replicate results. In multiple-baseline designs, inferences about treatment effects are based on examination of performance across several different baselines. These baselines may be measuring different specific behaviors from a single person, they may consist of multiple baselines across several individuals, or they may involve multiple baselines across situations, settings, or time. Multiple-baseline designs may also vary in terms of the number of baselines and the manner in which interventions are applied to these baselines. The key requirement for demonstrating unambiguous effects in a multiple-baseline design is that each baseline, whether involving a particular behavior, person, or situation, changes only after the intervention is introduced and not before.

Kazdin notes that multiple-baseline designs have a number of advantages that make them well-suited for applied settings [17]. He notes that these designs do not depend on withdrawing treatment to show that the intervention has in fact occurred. This characteristic makes multiple-baseline designs preferable to ABAB designs and their variations. The logic of the multiple-baseline design is the logic of replication to demonstrate that the observed change in a phase happens reliably at the point of intervention and also across different phase lengths. Three baselines are considered the minimum for a multiple-baseline design, but the more baselines included, the easier it is to attribute the intervention as the cause of change rather than extraneous threats to validity.

USE OF STATISTICS IN ANALYSIS OF SINGLE-CASE RESEARCH

Historically, single-subject research designs relied on visual analysis of graphed data from the baseline and treatment conditions for each subject. However, contemporary advances have demonstrated that numerous statistical techniques can be used to analyze data from single-subject research designs [26–27]. As in many areas of statistics, no single best method exists for analyzing such data. For example, in a simple AB design, investigators may have questions about the overall change in level between the two phases and/or they may have questions about the rate of change. Each statistical method has its own set of assumptions and degrees to which violating those assumptions is problematic.
All of the available statistical techniques for single-subject research designs are somewhat influenced by autocorrelation (even visual analysis is affected by autocorrelation [28–29]). Autocorrelation is a problem because it violates the assumption of independence that most methods require. Most studies have shown that at least one-third of all published data contains positive autocorrelation to a problematic degree ($\geq 0.20$) [30–33].

The recommended method for controlling autocorrelation within a single-subject research design is backcasting with an autoregressive integrated moving average model (ARIMA) ($AR1 \{1,0,0\}$ first order autoregressive) model [34–36]. With this method, the auto-aggressive component is modeled and removed and the “prewhitened” data are then used for subsequent analyses. It is important to note that traditionally ARIMA modeling has been recommended for no less than 35 to 40 data points [34,37–38]. Yet in the single-subject research design, one is not trying to predict performance into the future and one is not interested in model fitting, so this limitation does not apply [e.g.,11,26]. Since using ARIMA can be unwieldy, investigators may wish to use methods that are integrated into regression software [39].

Several techniques appear to perform fairly well with single-subject research designs. One regression technique developed by Allison and colleagues removes trend from the baseline phase, which in some cases may be overly corrective [40–41]. This regression method can evaluate phase differences, and it may include a trend component. The downside to this method is that it is a parametric technique and it has all the assumptions of ordinary least squares method regression. This technique should probably be replaced with a robust regression method [e.g., 42] when a fair amount of variability is present in phase A. Brossart et al. found that at least one outlier was present in 61 percent of the data sets they examined and four or more outliers were present in more than 21 percent of the data sets [42]. In many data series examined, standard nonrobust methods were unable to detect outliers.

Brossart et al. suggest that this method may be less than ideal in terms of the effect sizes produced. The range appears to be small and to lack the coverage one typically expects from an effect size. For example, Brossart et al. reported that graphs judged to portray ineffective interventions had an average effect size of 0.36 in a regression model that examined change in mean shift between phases [26]. Graphs portraying somewhat effective interventions produced an average effect size of 0.52. Graphs that were rated as very effective produced an average effect size of 0.67 for the same regression model. The difference between a moderately effective intervention and a very effective intervention may not be well represented with this regression model. More research is needed on this issue.

Promising nonparametric methods also exist for analyzing single-case data, for example, logistic regression [11]; nonoverlapping of all pairs (NAP) [43]; and Tau-U, which combines nonoverlapping data and trend [39]. The advantages of the logistic method are that it does not assume a linear relationship between the independent and dependent variables and it does not require normally distributed variables or equal variance per cell (for example an AB design may be seen as a $2 \times 2$ table). With this method, one may analyze all data series from a multiple-baseline study. This gives one an overall effect size regarding the treatment across all individuals. One may also analyze each subject separately to determine treatment effectiveness for each client or patient. The dependent variable is a phase variable, typically zeros for the baseline and ones for the treatment phase. The dependent variables are a participant variable and the corresponding treatment scores (for the overall analysis of multiple baselines) or just the participants’ scores when each is analyzed separately. Thus, logistic regression predicts the phase (baseline or treatment) to which each score belongs based on its size. The output from a logistic regression usually includes a $2 \times 2$ agreement table, and when analyzed using chi-square, one may calculate Pearson’s phi; in which the effect size may be interpreted roughly as “prediction accuracy beyond chance” (p. 7) [11].

NAP evaluates the overlap in data between the baseline phase and the treatment phase. It may be calculated by hand but is also easily obtained as the area under the curve (AUC) from a receiver operator curve (ROC) analysis. NAP (or AUC) may be defined as “the probability that a score drawn at random from a treatment phase will exceed (overlap) that of a score drawn at random from a baseline phase” or as “the percent of nonoverlapping data between baseline and treatment phases” (p. 359) [43]. NAP scores range from 0.5 to 1.0 but may be transformed to have a range from 0 to 1.0 to represent deterioration in behavior or treatment [44]. We should note that other overlap indices exist and that the performance of these indices with single-case data remains a topic of research.

Tau-U assesses nonoverlap between phases, similar to the idea behind a ROC analysis. It consists of four indices;
three include nonoverlap and a trend component. The Tau-U index reported in the Table is similar to NAP and answers the question, “What is the improvement in nonoverlapping data between Phase A and B?” [39]. Alternatively, it may be interpreted as “percent of nonoverlap between phases,” or as “percent of data showing improvement between phases” (p. 291) [39]. The other three variations of Tau-U answer similar but different questions: (1) What is the improvement trend during phase B?, (2) What is the overall client improvement in phase A versus phase B with phase B trend?, and (3) What is the overall client improvement, controlling for baseline trend? [39].

**ILLUSTRATIVE EXAMPLE**

The Table contains the results of two illustrative data sets. Figure 1 portrays a treatment effect, and Figure 2 does not. Several points are relevant upon examining these graphs and the Table. First, one should note that the effect sizes produced by each technique are different. The rough recommendations Cohen offered of what constitutes a large, medium, or small effect size do not apply to the effect sizes generated in single-case research [45]. Because guidelines do not exist at this point, researchers are encouraged to report effect sizes with confidence intervals, conduct visual analysis, and when possible, include the single-case graphs in published articles.

Second, one should note that using Figure 1 data, the simple mean shift regression produced a smaller $R^2$ than when baseline trend was corrected using Allison and colleagues’ regression model [40–41]. Not every data set will need to have baseline trend corrected. Investigators will need to determine whether such correction is necessary. If correction is desired, Allison and colleagues’ regression method is one option, but Tau-U also has several variations that correct for trend. Strategies for dealing with trend

| Table. Results of example graphs analyzed using different statistical methods. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Example Data    | Logistic Regression | Simple Mean Shift Regression | Mean Plus Trend Regression* | Tau-U nonoverlap | NAP |
| With treatment effect (Figure 1) | % Correctly Classified | $\phi$ | $R^2$ | $R^2$ | NAP |
| 80.0 | 0.52 | 0.23 | 0.75 | 0.67 | 0.83 |
| With no treatment effect (Figure 2) | 54.5 | 0.04 | 0.02 | 0.01 | 0 | 0.50 |


$NAP = \text{nonoverlap of all pairs}, \ Tau-U_{\text{nonoverlap}} = \text{assesses only overlap between phase A and phase B, no trend components included.}$
observations in the baseline phase. The SCED is an initial effort to evaluate single-case studies based on a minimum set of criteria that reflect sound single-case methodology, with the hope that its use will improve the design, oversight, and reporting of single-case research. It should be noted that a high score does not reflect the value of the study nor does it guarantee appropriate statistical analysis and/or conclusions were made [48].

Other recommendations have been narrower in focus. For example, Beeson and Robey evaluated single-case experimental designs of treatments for aphasia [49]. Their evaluation focused on the issue of effect sizes. To calculate effect sizes, they recommend using an ABA design. In their presentation, the second A phase was not expected to be a return to baseline. Instead of being referred to as a baseline, it could be called a maintenance phase. They state that an AB design only provides information about the slope in phases A and B, and therefore, such designs are not capable of providing adequate information for calculating effect sizes. Depending upon the statistical technique used, however, calculating an effect size is not difficult with an AB design. The real issue is determining what the researcher or practitioner wants the effect size to represent. The situation may warrant an effect size for a given duration of treatment, or if the treatment phase is long enough, it may be that the treatment effect stabilized in the latter part of that phase. In either case, an effect size from an AB design may be sufficient. If the investigator wants to examine the effects of treatment after it is withdrawn, then an effect size based on an ABA design is appropriate. Researchers and practitioners should give careful thought to what they want the effect size to represent. In an ABA maintenance design, it would be possible to report two effect sizes, one comparing the baseline (phase A) to the treatment phase (phase B) and the other comparing the baseline (phase A) to the posttreatment phase (second A phase). Parker and Brosart discuss other variations in terms of phase contrasts for single-case designs [27].

In terms of conducting single-case research, the field has moved from conducting visual analysis only to the use of both visual and statistical analysis. No longer is visual analysis of single-case data graphed over time sufficient. All single-case data should be analyzed using both visual and statistical methods. The change in practice stems in part from the consistent finding that visual judgments have low to moderate interrater reliability [26], even among expert raters [50–53]. Efforts to increase judge reliability include modified graphs to help judges [50,54–56], visual analysis training for judges [57], or provision of contextual information regarding the data presented graphically [26], but none of these methods have resulted in higher judge reliability. Even when true parameters are known using simulated data, judges have low accuracy rates and their intrajudge consistency is also low (except when professionals rate graphs with no or small effects [58]). Another reason for the inclusion of statistical methods to supplement visual analysis is the need to report effect sizes. Many journals and funding agencies require them. Effect sizes also allow studies to be compared and meta-analyses to be conducted.

Figure 1.
Example of single-case data with treatment effect (reduction in problematic behavior).

Figure 2.
Example of single-case data with no treatment effect (no reduction in problematic behavior).
Statistical analysis can do two things, generally, very well. Statistics provide effect sizes that can quantify the amount of change for individual contrasts within a design (or an omnibus effect size for a larger design). They also inform one as to whether the amount of change could occur by chance alone (significance tests). Visual analysis plays many important and complementary roles in single-case research. For example, it allows one to determine whether the effects within a design are consistent across all or most contrasts. It allows one to identify which phase contrasts within a design can be legitimately combined for a design-wide effect size. It allows one to consider many different attributes in complex graphs, and it allows one to identify patterns that support or invalidate conclusion validity from the design. Thus, the goal is to implement a strong design with statistical and visual analysis when conducting single-case studies. All are required to draw proper, informed conclusions about intervention effectiveness.

CONCLUSIONS

In 1894, Windelband formulated the epistemological dichotomy that divides human sciences into two categories: nomothetic science that concentrates on studying general laws and idiographic science that focuses on studying uniqueness of a single event or a person [59–60]. Despite the enduring efforts of epistemologists, psychologists, clinical researchers, and practitioners to bridge the nomothetic-idiographic divide in sociobehavioral and medical sciences [17,61–63], this dichotomous way of clinical thinking and scientific reasoning continues to be prominent today. A critical assumption underlies all levels of clinical evidence examination, from a single-case study report to a large scale RCT—predictions based on studying relations among group-level variables and a clinical change observed in a single patient are mutually exclusive entities in the decision-making process [64]. This assumption is also reflected in the compelling evidence paradox that clinicians derive from their meticulous field experience, while nomothetic-oriented researchers draw their conclusions from large sets derived from laboratory data [65]. This review demonstrates the complementary nature of large and small N studies and the ways in which investigators can use them to advance our understanding of processes and treatments that can inform improvements in patient care and outcomes.

Given the small N designs common in disability and rehabilitation research, we assert that small N studies (including pilot studies) should be conducted more often, as they are a valuable part of the evidence base [66]. Thus, administrators, grant reviewers, and journal editors should be educated on the value of small N studies, especially in the field of rehabilitation and specifically during the initial phases of research development and the study of complex behavioral issues associated with co-occurring conditions for which little reasonable recourse is available for control group experiences [66]. Rather than devaluing grant and manuscript submissions that present studies with small Ns, reviewers should consider the value small N studies have in establishing initial evidence and raising questions for additional research to be conducted during later phases. We also recommend that funding administrators set aside monies specifically for small N studies. This funding will provide an opportunity for clinicians to become involved in research and advance the evidence base. Researchers must ensure that pilot studies are conducted in a systematic and thorough manner.
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