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Abstract—Telemedicine applications, based on two-dimensional 
(2D) video conferencing technology, have been around for the 
past 15 to 20 yr. They have been demonstrated to be acceptable 
for face-to-face consultations and useful for visual examination 
of wounds and abrasions. However, certain telerehabilitation 
assessments need the use of spatial information in order to accu-
rately assess the patient’s condition and sending three-dimen-
sional video data over low-bandwidth networks is extremely 
challenging. This article proposes an innovative way of extract-
ing the key spatial information from the patient’s movement 
during telerehabilitation assessment based on 2D video and then 
presenting the extracted data by using graph plots alongside the 
video to help physicians in assessments with minimum burden 
on existing video data transfer. Some common rehabilitation 
scenarios are chosen for illustrations, and experiments are con-
ducted based on skeletal tracking and color detection algorithms 
using the Microsoft Kinect sensor. Extracted data are analyzed 
in detail and their usability discussed.

Key words: Kinect, low-bandwidth video, skeletal tracking, 
spatial data extraction, telehealth, telemedicine, telemedicine 
applications, telerehabilitation, telerehabilitation assessment, 
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INTRODUCTION

With advances in communication technology, simple 
but common diagnosis and follow-up medical consulta-

tions for rural populations can be made over the Internet. 
This technology, termed “telemedicine,” can be most 
effective in developing countries where access to better 
medical care is limited. With 84 percent of the global pop-
ulation residing in developing countries, the system 
designed has to effectively utilize the limited availability 
of medical resources [1]. The fact that more than 60 per-
cent of total Internet users are from these countries dem-
onstrates that a basic communication infrastructure 
already exists in these areas, although the maximum net-
work speed may be as low as 128 kb/s in some places [2].

Two-dimensional (2D) video-based medical consul-
tation has been explored widely for the past 15–20 yr. 2D 
televideo has been demonstrated to be acceptable for 
face-to-face consultation supplementing telephone and 
useful for visual examination of wounds, abrasions, etc. 
[3]. However, certain clinical examinations necessitate 
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the use of three-dimensional (3D) video for accurate 
assessment of the patient’s condition. One such scenario, 
as discussed by Hoenig et al. [4], is gait assessment. A 
2D video from the frontal view was not sufficient to reli-
ably assess foot placement during walking. Simply hav-
ing the patient turn sideways was able to compensate for 
a single-lens camera when measuring cane height. How-
ever, this may not be feasible for gait assessment, which 
typically requires a minimum distance of 3 m for stan-
dardized measures of gait and balance [5].

One way to overcome this issue is by transmitting ste-
reoscopic images and processing the images to render a 
3D reconstructed video at the receiver by using special 
algorithms. Welch et al. rendered high-quality 3D video 
from a remote location by using multiple cameras in an 
application named 3D medical consultation or “3DMC” 
[3]. In their prototype, a small array of cameras is used to 
reconstruct a real-time online 3D computer model of the 
real environment and events. But the challenge in imple-
menting such a system is the high amount of data incurred 
while operating over bandwidth-limited networks. Send-
ing 3D videos at network speeds of 128 kb/s is almost 
impossible. According to experiments conducted by Rus-
sell et al. [6], who studied the insufficiency of single 2D 
camera in gait assessment, two cameras with both frontal 
and lateral view can fulfill the spatial-resolution require-
ment. While Russell et al. also showed that this method 
can work with low-bandwidth internet transmission, it 
nonetheless required a huge data payload.

Another alternative is to use 2D-plus-Depth (also 
known as 2D+Z) technology, a stereoscopic video coding 
format that is used for 3D displays, developed by Philips 
3D Solutions (Eindhoven, the Netherlands) [7]. Each 2D 
frame is supplemented with a depth map captured using a 
Time-Of-Flight sensor. This depth map is a grayscale 
map with white indicating the pixel in front of the display 
and black indicating the pixel in the background. This 
has the advantage of taking only 5–20 percent more 
bandwidth than 2D images [8]. However, a disadvantage 
is the limited amount of depth displayed using 8-bit gray-
scale. Moreover, creating accurate 2D+Z videos is gener-
ally costly and difficult and the depth cannot be reliably 
estimated in monocular video in most cases. It also needs 
special software to do the conversion in live mode [9]. 
There are some systems developed for rehabilitation pur-
poses using Kinect technology (Microsoft Corp; Red-
mond, Washington) [10], but these are mainly for in-
house rehabilitation programs and they do not specifi-

cally address the issue of information transfer over low-
bandwidth networks.

In situations where rendering of complete 3D video 
is impractical, transferring spatial data for only specific 
features can be considered. This article, written as an 
add-on to the framework presented previously by the 
same authors [11], introduces an innovative way of utiliz-
ing the depth information of selected objects in the image 
together with the usual 2D video, thus achieving some 
degree of spatial resolution by graphical representation of 
this information in certain telerehabilitation applications. 
Microsoft Kinect sensor is used together with an open-
source color detection and tracking library package to 
extract the desired depth data from the image. The 
extracted depth data are then plotted in a graph and dis-
played alongside the images in order to make sensible 
conclusions about the patient’s condition. Only a few 
extra bytes are needed to represent the depth data and, 
hence, it does not induce any significant load over exist-
ing 2D video transmission. In this article, examples of 
telerehabilitation assessment for which spatial resolution 
is required will be highlighted and solutions leveraging 
the proposed approach will be presented to show the 
effectiveness of such approaches.

METHODS

Hardware and Software
The main hardware used in the development of this 

framework is the Microsoft Kinect sensor (Figure 1) 
with the software development kit (SDK) for Kinect 
installed in a Windows 7-based computer (Microsoft 
Corp). An assessment room of at least 3 m in width and 
length was required to carry out some of the assessments 
of telerehabilitation.

The programming was done in Visual Studio 2010 
(Microsoft Corp) on the Windows Presentation Founda-
tion (WPF) platform using C# language. C# was chosen 
for its readily established wide development on Kinect-
based technology and also the ease in building the user 
interface for such applications. Kinect skeleton stream 
was used for tracking specific body parts when required.

Color detection was carried out based on 
AForge.NET [12], an open-source library developed for 
C#.Net framework, and uses different kinds of color fil-
ters in order to achieve the purpose. All the extracted 
depth information was presented on a dynamic graph 
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panel as a line graph. This graph

Figure 1.
Kinect sensor.

 was embedded in the 
program using Dynamic Data Display (D3) [13], an 
open-source project owned by Microsoft Research. D3 is 
a way of visualizing a dynamic data set in the WPF appli-
cation in the form of a line graph, bar chart, etc. Zooming 
and panning are already embedded in this library, which 
helps in obtaining a closer look at the data for deeper 
analysis. This library also has embedded functions to 
copy and save the plotted graph to the hard disk by right 
clicking on the plot.

Depth Extraction Based on Color
As mentioned, AForge.NET open-source library was 

used for color tracking. There are multiple image pro-
cessing filters that allow filtering of pixels depending on 
their color values. These filters may be used to determine 
whether the specified color is detected in the displayed 
image frame. For example, ChannelFiltering filter filters 
the red, green, and blue (RGB) values of pixels inside/
outside of specific range operating in RGB color space. 
Another filter named HSLFiltering filter operates in hue, 
saturation and luminance color space and filters those 
pixels inside a specified range and keeps out the rest of 
the pixels. In this article, EuclideanFiltering filter was 
used because of its effectiveness and short processing 
time while operating in the performance test environ-
ment. This filter filters those pixels inside of the RGB 
sphere with a specified center and radius and fills the rest 
with a specified color.

This filter was applied to Kinect’s color image stream 
for object detection. The color image frame from 
Kinect’s color stream is initially converted to a bitmap 
image format. This bitmap image is then passed to 

another method together with the selected color to run the 
color detection algorithm based on the filter just 
described. Once the specified color is detected, the big-
gest single object with the specific color is identified 
through an iterative algorithm that loops through all the 
objects inside the image and a rectangle is drawn around 
that object. The center of the rectangle is then calculated 
and a small circle is drawn as well for the user to identify 
the point of focus. The x- and y-coordinates of this point 
are used to identify the distance of the object from the 
Kinect sensor. The new image with the rectangle is con-
verted to a bitmap source object in order to display on the 
screen. This same image is sent to the receiver after 
going through appropriate encoding algorithms.

Kinect sensor also has a depth stream that stores the 
distance data of each pixel on the camera’s field-of-view 
in a 16-bit array format of short integers. A zero value 
denotes that no data are available at the pixel, either 
because the object is too close or too far from the camera. 
The detectable range from the Kinect sensor is from 0.4 
to 4.0 m. This depth information is stored in a specific 
location corresponding to each pixel’s coordinates in the 
depth image frame. For example, if x and y are the coor-
dinate information of the specific pixel in an image 
frame, the corresponding depth information for that point 
will be stored at the location given by Equation 1:

 ,                              (1)

where width is the width of the depth frame.
Out of the 16 bits used to represent the depth, only 

the last 13 are used to represent the distance. Therefore, 
this depth information can be converted to distance in 
millimeters by doing a right shift operation. Assuming Pi
represents the 16-bit depth data at a particular pixel, the 
distance Di is calculated with Equation 2:

 ,                                 (2)

where >> denotes the logical right shift operation.
With use of Equations 1 and 2 and the coordinates of 

the center of object calculated by matching the depth image 
frame and the color frame, the distance of the colored 
object from the Kinect can be extracted. This information 
is later sent to the line graph using D3. This plot will have 
the detected depth in the y-axis and the data point number 
on the x-axis. By observing the graph, one can tell how far 
the object is located from the Kinect sensor.
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Depth Extraction Based on Skeleton
The ability to extract and track the positions of the 

human body is another functionality of the Kinect. Other 
than the RGB image stream and the depth stream, the 
Kinect sensor also has a skeleton stream that can detect 
20 joints of the skeleton, including the head, hip, knee, 
and ankle. In some telerehabilitation exercises where a 
full human skeleton has to be visible on screen, the skele-
ton stream from Kinect can be utilized to detect certain 
body positions and assess whether the patient is perform-
ing the exercise in the right way.

There are two modes in skeleton tracking: seated 
mode and default. Default, also known as standing mode, 
tracks all the 20 skeletal joints; the seated mode only 
tracks the 10 upper-body joints, including shoulders, 
elbows, wrists, arms, and head. The default mode detects 
the user based on the distance of the subject from the 
background, and the seated mode uses movement to detect 
the user and distinguish him or her from the background, 
such as a chair or couch [14]. In cases where the patients 
have lower-body paralysis, default mode is recommended 
because the rehabilitation focus will be on the lower-body 
joints and seated mode will only capture upper-body 
joints. Thus, different tracking modes are used in this 
framework based on the consultation requirements.

Depth range can be set to either near mode or default 
mode. In the near mode, skeletal tracking returns position-
only tracked skeletons without the possibility of getting the 
full skeletal joint positions, from as close to the sensor as 
0.4 m up to a maximum of 3.0 m. Although both seated 
and default modes are usable in the near range mode, the 
seated mode is more commonly used because in this mode, 
the whole skeleton does not need to be tracked. In default 
depth range, the tracking position can be from 0.8 to 4.0 m. 
Again, the depth range was chosen based on the applica-
tion requirement in this framework [14].

Similar to the case for color-based detection, the 
color image frame from the color stream is converted to a 
bitmap image format. This is for editing of the frame 
with the identified joint later on. Once an active skeleton 
is detected using the skeleton stream, the program will 
identify the specified joints on the detected skeleton. This 
skeleton point will be marked with a filled red ellipse 
using a separate method. The new bitmap image with the 
ellipses drawn will be converted to a bitmap source as in 
the previous case and sent to the receiver after passing 
through appropriate encoding algorithms. The depth of 
the detected joint can be directly extracted using the SDK 

commands. This value, in meters, has to be multiplied by 
1,000 in order to be converted to millimeters.

Velocity Extraction from Joints
Other motion parameters were derived from the coor-

dinate positions of the joints in the skeleton. By making 
use of this information, it is possible to measure a motion 
parameter such as the velocity of a specified joint while 
the patient performs the exercise. For example, consider 
the case of walking assessment with the use of skeleton 
stream by tracking the hip joint position of the patient. 
The patient walks along a straight line and the physician 
assesses his or her deviation from the straight line as well 
as his or her walking speed.

Let the hip position coordinates at time = t1 be at (x1, 
y1, z1) and at time = t2 be at (x2, y2, z2). Velocity (v) is the 
time derivative of position, and by using this analogy, the 
absolute velocity of the hip joint between t1 and t2 can be 
calculated as shown in Equation 3:

This estimated value of velocity will be in meters per 
second because the coordinate values are measured in 
terms of millimeters and the time in terms of millisec-
onds. The interval between t1 and t2 is chosen to be 20 
data points. If it is too short, slow movements cannot be 
measured because the velocity will be close to zero value. 
If it is too long, fast movements will not be measured 
well. The sampling rate of 20 data points translates to 
between 1 and 2 s in the time scale. From repeated trials, 
this value was found to be most ideal for measuring 
velocity in most of the exercises carried out by patients. 
This method was used to measure the velocity of body 
joints in other exercises as well.

Instead of calculating the absolute velocity, we calcu-
lated individual velocity components as well in order to 
understand the velocity of motion along each direction. 
The below equations are formulated based on the funda-
mental principle that velocity is calculated from the rate of 
change of position. Thus rate of change of position in each 
direction (x, y, and z) is calculated with Equations 4–6:

 

,                             (4)2 1

2 1

( )

( )x

x x
v

t t








829

TAN et al. Spatial info for telerehabilitation applications
 , and                      (5)

 .                             (6)

Calculating individual velocity along each axis while 
carrying out specific exercises (for example, lifting a load 
while stretching arms) can assist in identifying both the 
direction of the movement and the direction in which the 
movement is the weakest and thus improve rehabilitation 
assessment. Absolute velocity alone would not have been 
sufficient for such a purpose.

The skeletal joint information can be adjusted across 
different frames to minimize jittering and stabilize the 
joint positions, thus stabilizing the calculation of veloc-
ity. A smoothing mechanism was provided by Kinect 
SDK that is based on the Holt Double Exponential 
Smoothing method [15]. Skeleton stream was enabled 
with this smoothing filter, which filters out small jitters 
with minimum latency. This filter can be controlled using 
five parameters: Smoothing, Correction, Prediction, Jit-
terRadius, and MaxDeviationRadius [16]. The Smooth-
ing parameter must be in the range of 0 to 1, and 
increasing the value leads to more highly smoothed skel-
eton positions. As the value increases, the responsiveness 
decreases. The Correction parameter must also be in the 
range of 0 to 1. Lower values result in slower response to 
correction toward the raw data and greater smoothing. 
Prediction refers to the number of frames predicted into 
the future and the value must be greater than or equal to 
zero. For this parameter, values greater than 0.5 may lead 
to overshooting when the joints move quickly. JitterRa-
dius is the radius in meters for jitter reduction. MaxDevi-
ationRadius is the maximum radius in meters that the 
filtered positions are allowed to deviate from the raw 
data. These values were chosen such that there was little 
latency incurred by the filter while small jitters were 
effectively filtered out [16].

Calculation of Angle Between Joints
The coordinate information for each joint can be used 

for calculating the angle between them. For example, if 
the coordinate data for right wrist, right elbow, and right 
shoulder are known, the angle between upper and lower 
arm with elbow as center point can be calculated using 

vector manipulation. To achieve this, the first vector is 
formed from right elbow to right wrist, let it be A, and the 
second vector from right elbow to right shoulder, let it be 
B, using vector calculation using the corresponding coor-
dinate data for each joint. The angle between the two 
vectors can be measured using Equation 7:

 

,                             (7)

where the numerator is the dot product of the two vectors 
and the denominator is the product of their magnitudes. 
Such calculations can be used to assess the patient’s exer-
cise pattern (e.g., lifting a load with the right hand) so 
that the physician can observe whether the change in 
angle is uniform throughout the lifting process and detect 
the position at which the hand is weaker or stronger dur-
ing the exercise.

RESULTS

A few common assessment scenarios will be used in 
this section to leverage the tracking and representation of 
depth data of specific body parts or objects. Test runs were 
conducted on these scenarios using the methods explained 
earlier, and the data obtained are represented in line graphs. 
Tests were categorized as cases that tracked one mobile 
object, one mobile and one fixed object, two mobile 
objects, multiple joints of human skeleton, and the velocity 
and angle of joint movements. This section provides the 
details of the test runs and analysis of the collected data.

Tracking Single Mobile Object
In this test, a single mobile object is tracked based on 

user-specified color. One possible area of application is 
the assessment of the walking posture of a patient. In a 
normal 2D video, it is not possible for the physician to 
see whether the patient is walking on a straight line and at 
the same time assess the body posture of the subject by 
looking from a lateral view or a frontal view alone. This 
spatial resolution framework can be useful in such an 
application by tracking the depth information of the sub-
ject’s body while he or she carries out the exercise.

The Kinect, placed on a table top as parallel to the 
ground as possible, will give feedback on the patient’s 
position based on the color tracking of the patient’s 
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jacket. The subject was asked to walk along a straight 
line of 2.15 m as parallel to the 

Figure 2.
Single object tracking program screen.

Kinect as possible. Fig-
ure 2 shows this scenario. The user can select the specific 
color to be tracked on the screen. In this case, the sub-
ject’s jacket color is selected. The program draws a rect-
angle around the captured object and a circle to mark the 
point of measurement. The returned depth data from the 
Kinect are plotted on a line graph on the right. The x-axis 
represents the data point number whereas the y-axis is the 
measured depth in millimeter.

A moving average is calculated based on the previ-
ous 100 measured points and plotted along the measured 
values in order to assist in the assessment. A “first-in, 
first-out” queue is used to achieve this function. Once the 
first 100 points are available, a new loop starts to operate 
that will calculate the average of the available data. The 
newly arrived data will push the most dated data out of 
the queue and the average is calculated again. This pro-
cess is continuous. Programming logic for the above-
mentioned algorithm is drawn in Figure 3. This average 
plot will help the physician determine how much the 
patient has deviated from the straight line while carrying 
out the designated exercise, as well as understand the 
underlying trend of the plotted data.

Based on the projected data line, the physician can 
determine whether the exercise was performed correctly. 
For example, the depth data within a range of values 

from the average line implies that the walk was along a 
straight line, whereas a wide data fluctuation implies that 
the walk was in a zigzag line. Two separate trials were 
recorded and plotted in Figure 4. “Good” represents a 
patient walking on the line and “Bad” represents a patient 
walking in a zigzag line. The color tracking method is 
used instead of the skeleton-based approach in this exam-
ple because the full human skeleton may not be necessar-
ily visible at all times in this scenario.

Measurement error of Kinect’s depth sensor was 
determined to be 2 mm at 1 m depth and 2.5 cm at 3 m 
depth, according to a study by Khoshelham and Elberink 
[17]. In this exercise, the patient was 2 m away from 
Kinect, which meant that the measurement accuracy was 
within 1–2 cm and the Kinect was still able to detect 
movements outside this range accurately. This suggests 
that the assessment performed in this case was reliable.

Tracking Single Mobile Object with Reference to 
Fixed Object

In this case, two objects were being tracked: a fixed 
object and a mobile object. To select the fixed object, the 
user has to click a mouse over the object and a red circle 
will be drawn around the selected point. The depth of this 
object is then calculated based on the coordinate values 
of this position, as explained in the previous section. The 
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Figure 3.
Programming algorithm for moving average calculation.

mobile object is chosen based on color as in the previous 
case. In this case, the subject is asked to perform a simu-
lation of drinking water from a cup. The subject’s head is 
chosen as the fixed position, and the yellow cup is 
selected as the mobile object.

Figure 5 shows the experiment setup in the program 
window. Both the returned depth data are plotted on the 
graph on the right. From the line graph plot, the physician 
can see how consistently the exercise was performed by 
the subject by comparing both plotted lines. Figure 6
shows a magnified image of the graph plot for further anal-
ysis by the physician if necessary. If the cup is closer to the 
mouth, both lines will be close and vice versa. Analyzing 
the graph carefully can reveal data such as how many 
cycles were done by the patient in a particular time window 
and can even be used as a gauge to measure the patient’s 
progress over multiple sessions of telerehabilitation.

Tracking of Single Mobile Object with Reference to 
Moving Body Part

One drawback to the method of selecting a body part 
as a fixed object is that once the body part moves, the ref-
erence depth is changed, although it may not affect the 
final assessment of the exercise. Another drawback is 
that if any other object is brought to the front and blocks 
the selected point, the new object’s depth will be cap-
tured. To overcome this limitation, two methods are pro-
posed. One is to track a body part based on skeleton 
stream from the Kinect. The other is to track based on 
color of the fixed object. The former method is explored 
in detail here and the latter method will be explained in 
the next case.

In the previous exercise, the subject’s body part 
tracked was the subject’s body position. Thus, Kinect’s 
skeletal stream was activated to track the head in this 
case. Since the full body skeleton was not visible to 
Kinect in this case, the “seated” mode was activated with 
the depth range set to “near.” Once the upper body was 
visible to Kinect, the selected body part was tracked and 
marked by a filled red ellipse. The head was selected 
here. The other mobile object tracked was selected by 
specifying the color as in previous cases. Figure 7 shows 
the program window of this exercise and Figure 8 shows 
the data being tracked for further analysis.

Tracking Multiple Mobile Objects Based on Color
In the previous cases, there was only one mobile 

object and the other was in fixed position. In this case, 
the program was designed to track two mobile objects by 
choosing the object color to be tracked. The program 
identified the objects with the specified colors and drew a 
rectangle around each of them, and Kinect fed back the 
depth information of those detected objects.

In Figure 9, the subject was doing an arm-stretching 
exercise wearing two gloves of different colors (pink and 
yellow). The subject was asked to move both arms toward 
and away from the body while facing Kinect. Kinect cap-
tured the objects’ depth data and plotted them in the graph 
on the right. Analyzing the enlarged graph in Figure 10
helped the physician to see whether both arms were being 
stretched equally and whether they were synchronized dur-
ing the exercise. As mentioned in the previous case, one 
can see how many cycles of stretching is performed in a 
fixed time window and whether the patient was improving 
as the telerehabilitation session progressed.
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Figure 4.
Results of walking posture analysis: (a) first trial and (b) second trial. “Good” = patient walked on line and “Bad” = patient walked in 

zigzag line.

Detecting and Tracking of Multiple Joints
In some exercises, human skeleton-based assessment 

can be very useful to the physician, such as during cane 
height assessment, balancing tests such as double-leg 
stance and single-leg stance [18], and even finger-to-nose 
task performance tests [19]. The user can select the joints 
to be tracked and plot the corresponding depth informa-
tion on a graph.

In the first case here, the subject was asked to walk 
with the cane while the physician assessed the walking 
posture and determined whether the cane height was 
ideal for the patient. Since the whole body had to be visi-
ble to Kinect, “Default” mode was used instead of 
“Seated” for the skeletal stream. The depth range was set 
to “Default” as well, which enabled Kinect to track the 
body joints to the maximum distance away from the sen-
sor. Figure 11 shows the positioning of the Kinect with 

reference to the subject and the joints being tracked. 
Kinect was facing the subject holding the cane, and head 
and hip were chosen to be tracked in this particular case.

Figure 12 shows the program window with the sub-
ject holding the cane and the selected joint positions 
detected by Kinect and identified by the red ellipses. The 
depth data were drawn as a line graph on the right. While 
analyzing the enlarged graph data in Figure 13, one can 
clearly see whether the subject stands straight or is lean-
ing forward while holding the cane. Close positioning of 
the lines implies that both head and hip are on the same 
plane and the subject is standing straight. As the subject 
leans forward and walks, it can be seen that the hip posi-
tion moved away from the head plane and thus the sub-
ject’s posture is not upright. A similar method can be 
used for balancing tests to measure the subject’s body 
movements while balancing on one leg.
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Figure 5.
Single mobile object with fixed object tracking program screen.

Figure 6.
Magnified results of drinking simulation exercise.

With a normal 2D video, it is not easy for the physi-
cian to make such assessments unless the patient is asked 
to walk from a lateral point of view with respect to the 
camera. The problem in this situation is that the alignment 
of the patient’s other body parts, such as shoulder posi-
tioning, is not clearly seen. Thus, depth tracking of certain 
joints helps in this scenario. Another assessment that can 
be efficiently done using this method is the finger-to-nose 
test. In this test, the subject’s head and right or left hand 
were chosen to be tracked while he or she carried out the 

exercise as shown in Figure 14. Analyzing the plotted 
graph helps to identify the number of exercise cycles car-
ried out by the patient as well as whether the exercise was 
carried out properly (e.g., whether the hand touched the 
nose).

Skeleton tracking can also be used for the exercise 
discussed in the section “Tracking Single Mobile Object” 
(i.e., assessing the case of walking in a straight line) only 
if the whole body is visible to Kinect. It can be modified 
to track only the hip position or any other joint position 
as desired by the physician. As explained in the section 
“Velocity Extraction from Joints,” the absolute velocity 
of Joint1 during the walk was calculated and displayed 
on screen (Figure 12).

Velocity and Angle Tracking of Joint During Exercise
In this experiment, the velocity measurement algo-

rithm presented in the section “Velocity Extraction from 
Joints” was used to measure the velocity of Joint1 and the 
angle between the shoulder, elbow, and wrist joints was 
calculated as explained in the section “Calculation of 
Angle Between Joints.” The exercise was performed over 
four segments as shown in Figure 15. The subject started 
from position 1 and stretched the arm to position 2 (180° 
or 3.14 radians) in segment 1. In segment 2, the arm goes 
back to 90° (1.55 radians) as in position 3. Segment 3 is 
folding the arm fully so that angle goes closer to zero as 
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Figure 7.
Tracking head position together with mobile object.

shown in position 4. Finally, in segment 4, the arm goes 
back to position 3.

This movement cycle is repeated 

Figure 8.
Enlarged image of plotted data for analysis.

and the velocity of 
the moving hand as well as the angle formed by the hand 
were captured in real time and plotted on the graph as 
shown in Figure 16. The four segments are marked in the 
graph and the unit used for angle was radians and that for 
absolute velocity was meters per second. The plot shown is 
for the case when the motion is uniform throughout the 
exercise, which may be an indication of a normal move-

ment. The velocity can be seen changing cyclically from 
zero to maximum value during smooth arm movement.

Figure 17 shows the graph plot of an exercise cycle 
carried out by another patient. While analyzing the plotted 
data, one can see that the stretching part of the motion 
(segments 1 and 2) was carried out slower than the folding 
part of the motion (segments 3 and 4). Correspondingly, 
the absolute velocity plot also showed the same pattern. 
Velocity spikes are seen in the folding segments, which 
indicate a quicker motion, whereas lower values were 
measured at other times. This indicates that the patient has 
some trouble stretching the arm with ease and this pattern 
may not be clearly visible with a usual 2D video. Thus, 
this method may be useful for the physician’s assessment.

Delay Incurred by Depth Tracking    
Although these measurements are useful and enhance 

telerehabilitation assessments, they incur processing delay 
while extracting the depth data. More specifically, the 
majority of the delay occurs from processing the color 
tracking algorithm. Although the color filter being used in 
this framework is the fastest of all currently available, it is 
not immune to delay. The Table shows the average mea-
sured delay in all the five cases discussed in the “Results” 
section. It can be seen that using skeletal tracking induces 
almost no delay, while processing of the color tracking 
algorithm accounts for the majority of the delay.
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Kinect’s skeleton 

Figure 9.
Tracking multiple objects based on color.

 stream 

Figure 10.
Enlarged image of data plot.

works in parallel with the 
color image stream, and they both operate at the same 
frame rate. Both streams are fired at the same instance as 
well, and this is the reason for having almost no delay 
when tracking is based on skeleton joints. In the case of 
tracking based on color, the program takes the color 
frame first and then performs the color detection algo-
rithm. These two processes cannot be done in parallel, 
and this is the cause for the delay in all other cases in the 
Table. However, this delay is still negligible in a regular 
videoconferencing session. In the color tracking 

Figure 11.
Kinect’s positioning for cane height assessment.

scenario, 

each color frame has to undergo the tracking algorithm 
individually and the tracked object’s position is attached 
together with the frame in the form of a rectangle or an 
ellipse before sending them to the receiver as discussed 
in the “Results” section. Because each frame is sent to 
the receiver side individually using a common “timer” 
function, it is automatically synchronized with the depth 
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data and thus, 

Figure 12.
Tracking of body joints in cane height assessment.

there are no issues with depth data arriving 
out of sync with the video data.

DISCUSSION AND CONCLUSIONS

A framework for extracting the depth information in 
a

Figure 13.
Analysis of tracked data.

 telerehabilitation video and transmitting it together with 
2D images is proposed and designed in this article. Dif-
ferent methods of tracking specific objects based on color 

and human skeleton using Microsoft Kinect were dis-
cussed in detail. Multiple scenarios of telerehabilitation 
exercises leveraging the framework were explored. Col-
lected depth data were analyzed for the assessment of 
exercises carried out by the patient, and further possibili-
ties of utilizing this data were discussed. This framework 
can be a very useful tool for getting a good sense of spa-
tial resolution in situations when conventional 3D video 
transmission can be extremely challenging because of 
limited network bandwidth.

There are certain limitations in the current frame-
work, and further work is needed to improve the effective-
ness of the overall system. Currently, the data analysis has 
to be done manually by the physician and this can be 
tedious if done over a long period of time. Improvements 
can be made to this platform by having the software auto-
matically analyze extracted data and provide quantitative 
measures on the effectiveness of the exercise being car-
ried out (e.g., by measuring the stretch distance as well as 
the number of arm stretches in the exercise discussed in 
the section “Tracking Multiple Mobile Objects Based on 
Color” or measuring number of cycles carried out in the 
finger-to-nose task performance assessment). Developing 
an algorithm to analyze the extracted joint data, similar to 
the existing methods for extraction of electrocardiogram 
parameters from the raw sensor data, to automate the per-
formance analysis of the patient will be the main focus for 
future work on this project.
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