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Abstract—An ideal hearing aid for a peripheral hearing
loss would process the incoming signal in order to give a
perfect match between the cochlear outputs of the
impaired ear and a reference normal ear . As a first step
toward this objective, a model of the normal and
impaired peripheral auditory system was used to derive
the optimal hearing-aid processing filter based on a
minimum mean-squared error criterion . The auditory
model includes the compression and suppression effects
of the cochlear mechanics and the sensitivity of the neural
transduction process . Simplifying assumptions were then
incorporated into the processing to yield a practical
frequency-dependent adaptive gain system . Processing
examples of several individual speech sounds are pre-
sented for a flat hearing loss, and the results indicate that
a three-channel compression system with adjustable gains
and band edges will be close to the optimal solution for

this case.

Key words : frequency dependent adaptive gain system,
hearing aid, hearing aid processing filter, three channel
compression system.

INTRODUCTION

An ideal hearing aid for a peripheral hearing
loss would process the incoming signal in order to
give a perfect match between the cochlear outputs of
the impaired ear and those of a reference normal
ear. Implementing this ideal system would require
access to the complete set of neural fibers in the
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impaired ear and to a corresponding set of outputs
from an accurate simulated normal ear . The simu-
lated normal outputs could then be substituted
directly for the neural responses of the impaired ear.
In designing a hearing aid, however, one can only
indirectly influence the neural outputs by modifying
the acoustic input to the ear . Hearing-aid processing
thus represents a compromise in which the acoustic
input is manipulated to produce an average im-
provement in the accuracy of the assumed neural
responses in the impaired ear.

Even though the ideal solution is not feasible,
one can still consider an optimal hearing aid that
modifies the acoustic signal to produce the best
possible match between the outputs of simulated
normal and impaired ears . An advantage of deriving
an optimal system is that it requires an explicit
mathematical statement of the problem and of the
criterion being used for the solution. Thus the ad
hoc nature of conventional hearing-aid design is
replaced by a more rigorous procedure . But since
the objective is to match the outputs of the impaired
and normal ears, this procedure will still have
embedded within it a set of assumptions about
auditory behavior and auditory impairment . There-
fore, true optimality may not be achieved due to
limitations in the understanding of the auditory
system.

The most obvious feature of impaired hearing is
the shift in auditory threshold . Since the hearing loss
tends to vary with frequency, there have been
attempts to compensate for the threshold shift with
wide dynamic-range compression systems that have
behavior that also varies with frequency . While
there has been some limited benefit reported for
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two-channel compression systems (1,2), multi-
channel compression systems have not demonstrated
any significant advantage when compared with
broadband compression (3,4,5) . It thus appears that
building more complicated compression systems
does not automatically lead to improvements in
speech intelligibility.

Improvements in speech recognition or sound
quality will require a processing system that better
matches the output of the impaired ear to that of the
normal ear. The derivation of an optimal processor
will indicate the best possible signal processing for
those aspects of the problem that can be improved.
By concentrating on auditory function, rather than
on the characteristics of speech, the resultant signal
processing will be effective independent of the
auditory stimulus ; the structure of the optimal signal
processing will place an upper bound on the com-
plexity of compression algorithms that should be
implemented in practical devices.

In the next section of the paper, the problem of
designing a hearing aid is stated mathematically, and
the general form of the solution is derived . Specific
features of the auditory system are then described;
compression, the sensitivity of the neural trans-
duction process, and two-tone suppression are incor-
porated into the auditory model . These features lead
to an approximate solution that has a simple digital
implementation, and examples of processed speech
sounds are presented for the new compression
algorithm. The relationships between the optimal
algorithm and other compression systems are then
discussed.

METHOD

Optimal Filter
The hearing aid and impaired ear form the

system for which the optimal filter is being designed,
with the normal ear as the reference. A block
diagram of this system is presented in Figure 1 . The
input signal is X(k), where k is the frequency index
at the output of a fast Fourier transform (FFT).
This signal is processed by the auditory analysis
filters Hm(k) in the normal ear to produce the
normal outputs Y m(k), where m is the channel index
for the analysis filters . The filter function Hm(k)
includes the gain and frequency analysis of the

Figure 1.
Block diagram of the hearing-aid processing and the auditory
system output.

cochlear mechanics and the sensitivity of the neural
transduction process . The fine structure of the inner
hair-cell neuron response is not included in this
analysis, although it could be part of a more
detailed solution that would attempt to match
simulated neural firing patterns. The input signal
X(k) also goes through the hearing-aid correction
filter C(k), after which it is processed by the
auditory analysis filters of the impaired ear, indi-
cated by Gm(k), to yield the impaired outputs Zm(k).

The design objective for the correction filter is
the minimization of the differences between the
outputs of the impaired ear and those of the normal
ear. The criterion chosen is the mean-squared error
between the sets of auditory outputs, summed across
frequency for each analysis filter and averaged
across all of the analysis filters that constitute the
auditory model . The error is thus

M K—1
E	

L ./ E I Zm(k) — Ym(k) 1 2
M m=1 k=0

where M is the total number of auditory analysis
filters in the model . Substituting the filtered inputs
for the outputs yields

MK—1
E=	 1E E C(k)X(k)Gm(k) – X(k)Hm(k) 2 [2 ]
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Setting to zero the partial derivative of the error
with respect to the correction filter coefficients
yields the optimal filter, given by

C(k) _

	

Hm(k)Gm(k) / E I Gm(k) 1 2

	

[3]
m=1

	

m=1

The filters in the ear change in response to the signal
level, so adjusting C(k) may cause additional
changes in the auditory filters G m(k) that represent
the impaired ear . Thus several iterations may be
required to converge to the solution.

The behavior of the correction filter is essen-
tially to remove the effects of the impaired ear and
to substitute the effects of the normal ear . The exact
nature of the optimal solution, however, will depend
on the specific model of normal and impaired
cochlear function, since this determines the charac-
teristics of the auditory filters Hm(k) and Gm(k) .

Figure 2.
Idealized auditory analysis filter shape for the condition of
maximum filter gain gm (solid line) and reduced gain due to
increased signal level or outer haircell damage (dashed line) . The
filter bandwidth at auditory threshold is indicated by CB.

g m

GAIN,
dB

Auditory Model
The auditory model includes the effects of the

mechanical behavior of the cochlear partition and
the sensitivity of the neural transduction process.
The purpose of the model is to represent the
compression, gain, and frequency resolution in the
normal and impaired ears . The model will be used to
create a frequency-domain signal-processing system
as shown in Figure 1, with a linear-phase correction
filter C(k) . The temporal features of the auditory
processing, such as the variation of the auditory
filter impulse-response duration with signal level (6),
and the adaptation of the neural firing rate (7) are
not included, even though they can be implemented
in a more detailed model of auditory function (8).
The features that are included in the simplified
model presented here are those that will most
strongly affect the average gain of the correction
filter as a function of frequency.

Auditory Filters and Compression
The auditory analysis filters in the normal ear

are narrow band-pass filters having high gain at low
signal levels, and tend toward low-pass filters having
low gain at high signal levels . The shape of the
idealized filter used in the auditory model is approx-
imated by the solid line in Figure 2 for a stimulus at
auditory threshold, and is based on the tuning
curves measured physiologically in mammals (9,10),
and psychophysically in humans (11) . The peak of

the filter response is at the characteristic frequency
fc, and the filter skirts decay to give a response of
0 dB at fc/2 and decay even more rapidly above the
characteristic frequency . Below 350 Hz, the response
rolls off due to the transfer function of the middle
ear (12).

The bandwidth of the auditory filters varies
with frequency, being approximately proportional to
the filter center frequency (constant-Q) at high
frequencies and approaching constant bandwidth at
low frequencies . The psychophysical correlate is the
critical band (13,14), indicated by CB in Figure 2.
The equivalent rectangular bandwidth of the critical
band corresponds to a distance of approximately
0 .9 mm along the cochlea at low signal levels (15).
Additional variation of the filter characteristics with
frequency, such as the reduced tip-to-tail ratio of the
auditory filters at low frequencies (9) and the
reduced relative gain of the auditory filters at low
frequencies and at very high frequencies (10), have
been ignored in this approximate cochlear model.

The maximum gain of the auditory filter is g m,
which in a healthy cochlea can approach 60 dB for a
sinusoid at auditory threshold . Increasing the signal
level results in a decrease of gain and a broadening
of the auditory filters (16), until at high levels the
gain can be reduced to a level close to 0 dB . In a
cochlea with extensive outer hair-cell damage, the
filter shape and gain is similar at all levels to that of
the healthy cochlea at high signal levels (17) . The
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approximate change in filter shape and gain due to

	

140

outer hair-cell damage or to an increase in signal
level is indicated in Figure 2 by the dashed line
truncating the filter response at a gain below g m 120

while preserving the rest of the filter shape . Since
the filter bandwidth increases with increasing signal
level, a distance of 1 .2 mm along the cochlear
partition was used in the model to approximate the
bandwidth at signal levels typical of speech.

	

80
To estimate the compression ratio in the healthy

cochlea, assume that an input at 0 dB sound
pressure level (SPL) receives 60 dB of gain, while an

	

60
input at 100 dB SPL receives 0 dB of gain . The
resultant compression ratio is 2 .5 :1 . A severely
impaired cochlea, on the other hand, would have 40

0 dB of gain at all input signal levels due to the
outer hair-cell damage, resulting in a linear system.
Total outer hair-cell damage results in a threshold
shift of no more than 60 dB, since that is the
maximum amount of gain provided by the cochlear
mechanics . Hearing losses greater than 60 dB must
therefore be accompanied by damage to the neural
transduction mechanism, and support for this is
provided by Liberman and Dodds (18), who showed
that inner hair-cell damage results in a threshold
shift but no apparent change in the mechanical
behavior of the cochlea . Thus outer hair-cell dam-
age, in this model of hearing loss, causes a loss of
sensitivity and a reduction in the compression ratio,
while inner hair-cell damage causes a linear shift in
sensitivity.

The gain in the correction filter depends on the
gain in the normal and impaired ears for the
incoming acoustic signal . Let the signal level in a
given auditory analysis band be x dB. The gain in
the normal ear will then be

Gnorm = 60 100 — x dB, O .< x� 100 dB

	

[4]
100

given the auditory gain assumptions used above.
The compressive gain in the impaired ear is assumed
to be reduced proportionally by the amount of the
outer hair-cell damage, with an additional linear
reduction in gain due to the amount of inner
hair-cell damage, giving a gain of

Gimp = 60 100 – x 6° —Lo – L i , o< x < 100 dB [5]
100

	

60

where Lo is the hearing loss in dB due to the outer
hair-cell damage, 0 < Lo < 60 dB, and L i is the
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Figure 3.
Compression amplifier input/output curves within an auditory
filter band for the model of hearing loss.

hearing loss in dB due to the inner hair-cell damage.
The gain provided by the optimal correction filter,
treating this band in isolation, is then given by

Gnorm — Gimp, and this leads to the family of
processing input/output curves shown in Figure 3,
where it has been assumed that a hearing loss of less
than 60 dB is due exclusively to outer hair-cell
damage and a hearing loss of greater than 60 dB is
comprised of a 60 dB loss due to outer hair-cell
damage with the remainder of the loss due to inner
hair-cell damage. Hearing losses of less than 60 dB
cause a change in the compression ratio, and losses
greater than 60 dB add a linear shift in gain in
addition to the maximum compression ratio of
2 .5 :1.

The compression model is consistent with fit-
ting procedures, such as the half-gain rule, that have
been developed for moderate hearing losses . For
example, a narrow-band input at 50 dB SPL would
get 30 dB of gain in the healthy cochlea given the
compression action represented by Equation [4],
while a 60 dB loss due exclusively to outer hair-cell
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damage would result in 0 dB of gain for the same
stimulus as indicated by Equation [5] . Thus, 30 dB
of gain, or half the hearing loss, equalizes the levels
that excite the inner hair cells within the auditory
analysis band . For more severe losses, where inner
hair-cell damage must also be assumed to exist,
additional gain beyond the half-gain rule is needed
according to the model given in Equation [5], and
this has indeed been found to be the case in
hearing-aid fittings (19).

Suppression
The second aspect of auditory function that

strongly influences the gain in the cochlea is sup-
pression . Physiological measurements of suppression
in a normal ear (20,21,22) show that the neural
response to a probe tone can be reduced by the
simultaneous introduction of a second tone, termed
the suppressor . The magnitude of the suppression is
approximately linear, that is, increasing the suppres-
sor amplitude by 10 dB will reduce the amplitude of
the neural response to the probe to be approximately
that of a probe having a 10 dB lower intensity . This
effect, over a wide intensity range, depends only on
the frequency and magnitude of the suppressor (21).
At a stimulus level of 56 dB SPL, representative of
speech one-third-octave band intensity levels, the
effect of the suppressor has been shown in
psychophysical experiments to extend over a fre-
quency region from approximately one-half octave
above to one octave below the probe frequency (23).
Psychophysical effects for complex suppressors con-
sisting of more than one sinusoid indicate that the
suppression is dominated by the most intense
sinusoidal component present in the complex
(24,25).

The major features of the data cited in the
above paragraph can be reproduced by a simple
signal-processing model of suppression in the co-
chlea. When computing the compression gain for an
auditory filter, the signal power within the filter is
replaced by the maximum signal power observed
over a frequency region extending approximately
one-half octave above to one octave below the filter
characteristic frequency . As a result of the signal-
level substitution, the cochlear gain in the auditory
model for any given frequency region will be
determined by the most intense signal component
within that region. Increasing the intensity of the
strongest signal component will cause a reduction in

the system gain due to the compression, and this
gain change will affect all of the less intense signal
components within the frequency region. Thus both
the frequency- and gain dependence of the cochlear
response to a probe in the presence of a suppressor
are incorporated into the auditory model.

Outer hair-cell damage reduces the suppression
effects in impaired ears (26,27), and this behavior is
reproduced qualitatively in the suppression model.
Total outer hair-cell loss, for example, results in a
linear system given the compression model, and no
suppression will be observed because the gain is a
constant independent of the signal . Intermediate
amounts of outer hair-cell damage will cause an
intermediate reduction of the suppression in the
model; the largest amounts of suppression will be
observed at the higher compression ratios associated
with mild hearing losses, and reduced amounts of
suppression will be observed at the lower compres-
sion ratios associated with more severe hearing
losses.

More detailed suppression behavior in impaired
ears is not incorporated into the model . In particu-
lar, destruction of outer hair cells in the frequency
region of the suppressor will reduce the magnitude
of the suppression, even when the cochlear behavior
in the region of the probe tone appears to be normal
(26,28) . This effect will be most pronounced for a
region of normal hearing bordered above and below
by regions of impaired hearing. The assumption
made in the suppression model is that this type of
hearing loss rarely occurs, and that the reduction in
suppression in the impaired ear can normally be
described by the hearing loss within the auditory
filter . Thus the additional processing complexity of
incorporating the details of suppression behavior in
the impaired ear is not warranted given the small
difference anticipated in the hearing-aid gain func-
tion.

Simplified Algorithm
The optimal hearing-aid correction filter given

by Equation [3] requires that the output of every
auditory filter in the model be computed at every
frequency in the FFT, leading to a substantial
amount of computation . The amount of computa-
tion can be greatly reduced, with only a small
sacrifice in accuracy, by replacing the auditory filter
of Figure 2 with an equivalent rectangular bandpass
filter; the auditory filter output is then computed
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over just the rectangular pass-band region, with the
remaining frequencies set to zero . This simplifica-
tion leads to a correction filter given by

C(k) = Hm(k)G, (k)

	

Gm(k) j 2

	

[6]

for frequencies k contained within auditory filter m.
For a zero-phase hearing-aid system that ignores the
auditory filter phase characteristics, the correction
filter simplifies even further to yield

C(k) = Hm(k) / Gm(k)

	

[ 7 ]

again for frequencies k contained within auditory
filter m, and where the filters representing the
normal and impaired ears now have a constant gain
with zero phase shift within the pass-band and zero
gain outside the pass-band . Since most of the
auditory filter output power derives from signal
components within the pass-band, the effect of the
simplification on the optimal correction filter will be
minimal, although there may be a slight increase in
the low-frequency hearing-aid gain computed for the
conditions of total outer hair-cell damage or very
intense low frequency maskers since the simplified
solution of Equation [7] ignores the effects of
upward spread of excitation.

The correction filter given by Equation [7] is
superficially similar to a multichannel system using
wide dynamic-range compression . In most compres-
sion systems, however, the gain is computed inde-
pendently in each channel (3) . The suppression
incorporated into the auditory model, on the other
hand, links the computed gain values across chan-
nels to reduce the variation of system gain with
frequency . Thus it is the auditory model that has the
greatest influence on the simplified nearly optimal
solution and provides its unique characteristics.

The simplified solution of Equation [7] was
implemented in a frequency-domain processing sys-
tem . The incoming speech is sampled at a 20 kHz
rate, and divided into segments of 512 samples
(25 .6 msec) having a 50 percent overlap and
weighted with a triangular (Bartlett) window . The
spectrum is computed using the FFT, and the signal
magnitude is computed in fixed auditory analysis
bands corresponding to a distance of 1 .2 mm along
the cochlea and having an overlap of 0 .6 mm; the
variation of filter bandwidth with signal level is
ignored in this simplified system . The correction
filter gain is then computed in decibels for each
analysis band, using as a reference signal level the

peak output of the auditory analysis bands over a
region one octave below to one-half octave above
the auditory band center frequency, as explained in
the description of the suppression model . The gain
calculations take into account the postulated outer
and inner hair-cell damage for the impaired ear
described in the compression model. The logarith-
mic gain values for each auditory analysis band are
then interpolated across frequency, converted to
linear gain values, and used to multiply the input
spectrum to obtain the hearing-aid output using an
overlap-add procedure.

Examples
The examples are individual phonemes excised

from isolated consonant-vowel and vowel-consonant
speech tokens produced by an adult male talker . The
tokens are at a signal-to-noise ratio (SNR) of 25 dB,
with the noise being multitalker babble from the
SPIN test tape, and the root-mean-squared (rms)
overall level of each speech token was adjusted to be
79 dB SPL . The impaired hearing was set to a flat
60 dB loss assumed to be due entirely to outer
hair-cell damage, so the correction filter includes
compression but not linear gain given the assump-
tion of no inner hair-cell damage . Since the com-
pression in the processing is wide dynamic range, a
shift in the input speech level will cause a smaller
compressed shift in the processed output level,
the shape of the hearing-aid frequency response
not change given the flat hearing loss.
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Figure 4.
/a/ in "ka" : (a) speech spectrum, (b) spectrum in auditory
analysis bands, and (c) computed hearing-aid gain for a flat
60 dB loss .
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The first example is a steady-state portion of the
vowel /a/ in "ka." The magnitude spectrum of the
speech segment is shown in Figure 4 as curve (a),
along with the spectrum grouped in auditory analysis
bands shown by curve (b) and the hearing-aid gain
shown by curve (c) . The vowel second formant at
about 1,200 Hz is quite close to the first formant at
about 750 Hz, so the first formant peak dominates
the gain value computed in the region that contains
both formants . The third formant is at about 2,800
Hz, which is more than an octave away from the
first or second formants, and so the third formant
controls its own distinct gain region . Since the level
of the third formant is lower, it receives more gain
than the first or second formants . Similarly, the low
frequencies also form a region of constant gain
determined by the peak at around 200 Hz.

The suppression model thus forms regions of
constant gain around the major peaks of the
spectrum. The hearing-aid gain function is much
smoother than the speech spectrum, and can be
represented by a set of plateaus separated by narrow
transition regions. Formants that are close together
will receive the same gain, thus preserving the details
of the local spectral shape, while formants that are
farther apart will receive separate gains that will
amplify the weaker formant relative to the stronger,
thus improving its expected detectability.

The remaining three examples are consonants
that differ in their regions of primary spectral power
density. The onset of the consonant /p/ in "pa" is
shown in Figure 5 . The spectrum, shown by curve
(a), has most of its power at low frequencies, and
the auditory band powers shown by curve (b) show
the same pattern. The computed hearing-aid gain,
shown by curve (c), is separated into a low-
frequency region below 1,500 Hz and a high-
frequency region above 2,500 Hz . The low-fre-
quency gain is constant below about 1,200 Hz since
the two low-frequency peaks in the auditory band
spectrum have the same level . The high-frequency
gain above 2,500 Hz reaches an asymptote deter-
mined by the background speech babble . As was
noted for the vowel example of Figure 4, the hearing
aid gain for the consonant also forms regions of
constant gain due to the suppression model, with the
gain within each region determined by the outer and
inner hair-cell loss.

The second consonant example is just after the
onset of /k/ in "ka." As shown in curve (a) of

Figure 6, this consonant has a concentration of
power in the midfrequencies around 1,600 Hz . The
higher mid-frequency signal level in the auditory
analysis bands, shown by curve (b), results in the
reduced hearing-aid gain shown by curve (c) for this
frequency region . The peak level of the consonant
determines the gain over an octave-and-a-half range,
so the shape of the spectral peak is preserved . The
gain to either side of the peak is essentially flat,
being set by the local peaks at low and high
frequencies, so the hearing-aid response is neatly
divided into three gain regions.

The last consonant example is from a steady-
state portion of /sh/ in "ish ." This fricative has
most of its power at the high frequencies, as shown

Figure 5.
/p/ in "pa" : (a) speech spectrum, (b) spectrum in auditory
analysis bands, and (c) computed hearing-aid gain for a flat
60 dB loss.

Figure 6.
/k/ in "ka" : (a) speech spectrum, (b) spectrum in auditory
analysis bands, and (c) computed hearing-aid gain for a flat
60 dB loss .
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in Figure 7 by the spectrum of curve (a) and the
auditory analysis bands of curve (b) . The hearing-
aid gain, shown by curve (c), has a region of
constant gain at high frequencies extending half an
octave below and one octave above the high fre-
quency peak at about 2,600 Hz . The low-frequency
gain is essentially flat, and there is a broad transi-
tion band between the low-frequency and high-
frequency regions . The complete outer hair-cell
damage assumed in the examples has resulted in the
maximum compression ratio of 2 .5 :1 being used in
the system, so the overall spectral contrast has been
reduced by the processing while the local variations
and the shape and sidelobes of the spectral peak
have been preserved.

DISCUSSION

The examples for a flat hearing loss show that
the optimal hearing-aid processing is characterized
by a limited number of regions of constant gain.
This is a direct result of the auditory behavior
assumed in the processing, since the suppression
model causes each significant peak in the speech
spectrum to control the gain over a region of one to
one-and-one-half octaves . Thus the hearing-aid gain
curves show two or at most three regions of constant
gain, separated by gradual transition regions, and
this basic pattern holds for all of the speech sounds
studied. This processing behavior is illustrated sche-
matically in Figure 8 . The optimal hearing aid is
approximated by a three-band system, where the

Figure 7.
/sh/ in "ish" : (a) speech spectrum, (b) spectrum in auditory

analysis bands, and (c) computed hearing-aid gain for a flat
60 dB loss .

gain in each band and the location of the band edges
describe the frequency response of the system for a
flat loss . More than three bands are not needed due
to the interaction of the speech spectrum peaks and
the modeled effects of auditory suppression.

For a hearing loss that varies with frequency,
the hearing aid response becomes more complicated.
The curve of Figure 8 now represents the regions of
gain control related to the input speech signal, since
the signal value used to compute the processing gain
is determined by the speech peaks interacting with
the suppression model . This control signal value is
then used as the input to the gain computation based
on the degree of outer and inner hair-cell loss at
each frequency in the compression model . For a
hearing loss that varies slowly with frequency, a
three-band system with constant gains based on the
central frequency in each band will still be a
reasonable approximation . For a steeply sloping
hearing loss, a level dependent frequency equaliza-
tion curve will be required within each of the control
bands indicated in Figure 8, and in this case the
general FFT-based algorithm implemented in this
paper or an equivalent multichannel system having
cross-linked gains would be preferable.

The inclusion of suppression in the auditory
model provides a system that reduces spectral
contrast between broad, widely separated regions of
the spectrum, but preserves the spectral shape within
each region. The regions are determined by the input
signal spectrum, while the gains within them are
determined by the hearing loss . Thus the processing
continuously adapts to both the signal spectrum and

g m

GAIN,
dB

log frequency

Figure 8.
Frequency response for a three-channel compression system that
approximates the optimal hearing aid.
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the auditory impairment. This system may offer
benefits in comparison with two-channel compres-
sion systems having fixed filter crossover frequencies
(2) ; a system having fixed filter band edges may
provide inadequate amplification to a weaker speech
sound located within the same frequency channel as
a more intense sound, since the gain within the
channel is determined by the total signal power . The
optimal system, however, will provide additional
gain for the weaker sound if its spectral power peak
is sufficiently distant from that of the more intense
sound.

The optimal system may also work better than
many recent multichannel systems . Systems having
independent gains in each channel (3) can cause wide
differences in gain between nearby channels, and the
concomitant flattening of the spectrum may reduce
intelligibility . The broad regions of uniform gain in
the optimum algorithm avoid this problem . The
algorithm presented in this paper may also be more
effective than compression systems that globally
reduce the spectral contrast (4,5), since in the
optimal processing the less intense regions of the
spectrum receive additional gain, but there is no
change in the spectral shape of a significant peak or
in the relative amplitude of its sidelobes . The gains
determined by the optimal processing algorithm
indicate that only a modest amount of spectral
modification is needed for the hearing-impaired;
large spectral changes may increase rather than
reduce the error between the auditory outputs in the
impaired and normal ears that is used as the design
criterion.

The relevance of the mathematically optimal
solution is dependent on the accuracy of the
optimization criteria and the assumptions built into
the problem formulation and solution . Other opti-
mization criteria, such as minimizing a mean-
squared error formulation more representative of
average neural firing rates, may yield better process-
ing since the use of the linear outputs favors the
higher signal levels . This change, however, would
not cause any substantial differences in the simpli-
fied algorithm. Weighting the error would also
influence the processing ; the correction filter can
match one auditory-filter output exactly or many
outputs approximately, so a weighting function
would apportion the accuracy of the match across
auditory filter channels . It may also prove advanta-
geous to provide a compression threshold in the

processing algorithm in order to limit the gain for
low-level sounds, thereby reducing the annoyance of
some background noises.

The optimal processing system may also have
applications beyond hearing aids, especially since no
assumptions about speech or any other specific
signal characteristics have been designed into the
processing . Broadband compression for audio sig-
nals, for example, can be accomplished by setting a
fixed compression ratio (e .g., 2:1) in the algorithm,
which would be equivalent to selecting a mild-to-
moderate flat loss due exclusively to outer hair-cell
damage . Stereophonic signals would require select-
ing the same processing gain in both signal channels;
one approach would be to control the gain with a
composite spectrum made up of the larger of the left
and right channel outputs in each auditory analysis
band.

CONCLUSIONS

This paper has presented a new hearing-aid
processing approach based on minimizing the mean-
squared error between the outputs of simulated
normal and impaired cochleas . An optimal solution
was derived, and the salient features of the solution
were preserved in a simplified frequency-domain
algorithm having an efficient digital implementa-
tion. The resulting hearing-aid processing system is
dependent solely on the characteristics of the mod-
eled cochlea, and not on any assumptions about the
nature of the speech signal . Thus the processing
should work equally well on speech, music, and
environmental sounds . Since the structure of the
algorithm is clearly dependent on the optimization
criterion and on the characteristics of the model
used to represent normal and impaired hearing,
inadequacies in the auditory model will limit the
effectiveness of the signal processing . Even though
the system is promising, it will still be imperfect due
to the inability to completely model the auditory
periphery and the effects of hearing loss.

The auditory model includes cochlear suppres-
sion effects, and this provides an important differ-
ence between the new algorithm and previous
multichannel compression systems . Because of the
modeled suppression, the hearing-aid gain is typi-
cally divided into two or three frequency regions,
with the gain in each region governed by the most
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intense spectral peak within the region . This results
in a gain function that varies smoothly with fre-
quency, increasing the relative gain of the less
intense spectral regions while preserving the details
of the spectral shape within each region . The speech
examples for a flat hearing loss indicate that a
three-channel system with variable channel gains
and crossover frequencies can be designed to have
performance close to that of the optimal system.
Additional independent channels do not appear to
be necessary in a hearing aid and may even be
counterproductive, since additional spectral modifi-
cations may increase rather than reduce the error
between the auditory outputs in the impaired and
normal ears that is the hearing-aid design criterion.
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