Abstract—Auditory training has been shown to significantly improve cochlear implant (CI) users’ speech and music perception. However, it is unclear whether posttraining gains in performance were due to improved auditory perception or to generally improved attention, memory, and/or cognitive processing. In this study, speech and music perception, as well as auditory and visual memory, were assessed in 10 CI users before, during, and after training with a nonauditory task. A visual digit span (VDS) task was used for training, in which subjects recalled sequences of digits presented visually. After the VDS training, VDS performance significantly improved. However, there were no significant improvements for most auditory outcome measures (auditory digit span, phoneme recognition, sentence recognition in noise, digit recognition in noise), except for small (but significant) improvements in vocal emotion recognition and melodic contour identification. Posttraining gains were much smaller with the nonauditory VDS training than observed in previous auditory training studies with CI users. The results suggest that posttraining gains observed in previous studies were not solely attributable to improved attention or memory and were more likely due to improved auditory perception. The results also suggest that CI users may require targeted auditory training to improve speech and music perception.

INTRODUCTION

While cochlear implants (CIs) have restored hearing to many deaf individuals, great variability remains in CI patient outcomes. Many CI patients perform well under optimal listening conditions (e.g., clear speech in quiet, simple music perception), but some do not, even after years of experience with their device. Even top-performing CI patients have great difficulty with challenging listening conditions (e.g., speech in noise, complex music perception). These deficits are likely due to the limited spectro-temporal resolution of the device and/or the implanted ear [1]. Recent advances in CI technology (e.g., high stimulation rates, current steering) have shown only small and/or inconsistent improvements [2–5]. In contrast, auditory training has been shown to improve speech and music performance for CI patients with years of experience with their device [6–9]. These results suggest that postlingually
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deafened CI patients may not have learned to use all of the information provided by their device.

Auditory training has been shown to improve CI users’ speech understanding in quiet [6–7,10–11] and in noise [9], as well as music perception [8,12–14]. Auditory training has also been shown to improve speech performance in normal-hearing (NH) subjects listening to acoustic CI simulations [15–22]. While the greatest post-training gains in performance were often for the trained task, training benefits in these studies often generalized to untrained tasks and/or conditions, e.g., from monosyllabic word training to recognition of phonemes and words in sentences [7] or from melodic contour training to familiar melody recognition [8]. Interestingly, for NH subjects listening to CI simulations, training identification of environmental sounds improved speech recognition, while speech training did not improve recognition of environmental sounds [17]. These studies and others reveal a variety of outcome patterns for different training tasks, protocols, and subject groups that may be highly variable, making it difficult to predict generalization effects [23].

Recent studies suggest that the benefits of auditory training may not solely be due to improved auditory perception. Cognitive factors, such as attention and memory, may help listeners to “tune in” to relevant acoustic features [24–26]. Training with “identical” stimuli (i.e., stimuli with the same frequency and amplitude) has been shown to improve NH listeners’ frequency discrimination [24]. In the study, the training feedback was random and unrelated to the stimuli; subjects were led to believe that there was a difference in the tones, which may have increased attention to details within the stimuli. In the same study, training with an unrelated visual task (a silent visuospatial puzzle video game) also improved frequency discrimination, suggesting that general attention and/or state of arousal may play a fundamental role in auditory learning. NH musicians have shown better perceptual thresholds than nonmusicians for frequency discrimination, backward masking, and an auditory attention task measuring reaction time [26]; the authors suggest that long-term musical experience may strengthen cognitive function, which in turn may benefit auditory perception.

Performance on memory tasks has been significantly correlated with speech recognition performance in children with CIs [27–28], even after several years of experience with their CIs [29]. Pediatric CI users’ auditory digit span (ADS)—a commonly used measure of memory capacity—has been significantly correlated with speech perception, speech production, language comprehension, and reading [27]. Strong correlations between speaking rate and forward and backward digit span have also been reported for pediatric CI users, suggesting that processing of immediate memory may limit speech understanding [28]. Pediatric CI users have been shown to perform more poorly than their NH peers on a memory task even when the stimuli were presented visually and did not require a verbal response [30]. Training pediatric CI patients using a program of auditory, visuospatial, and combined auditory/visuospatial computer tasks significantly improved verbal and nonverbal memory tests scores, as well as sentence repetition skills. In the video game-like exercises, the level of difficulty was adapted in terms of span length and complexity according to subject performance [31].

In previous auditory training studies with CI users [6–9], it was unclear whether improvements were primarily due to improved auditory perception or cognitive processing (e.g., attention, memory, concentration). It is possible that training with a nonauditory task that targets cognitive processing might yield similar gains in auditory performance. In this study, a nonauditory training task intended to engage attention and improve memory was used to train CI subjects. For the purposes of this article, the general terms “attention” and “memory” are used to denote cognitive processes inherent to information processing and likely interconnected in regards to learning. Speech and music perception were assessed in 10 CI users before, during, and after training with a forward visual digit span (VDS) task in which listeners were asked to recall visually presented sequences of digits. Auditory and visual memory was also tested before, during, and after the VDS training. Given the correlation between digit spans scores and speech performance [27–29] and the significant auditory benefits from nonauditory training [24], we hypothesized that the VDS training would improve CI users’ auditory perceptual performance.

**METHODS**

**Subjects**

Ten adult, postlingually deafened CI users participated in this study. Relevant demographic information is shown in the Table. All subjects were required to be native speakers of American English and to have at least
Table 1.
Cochlear implant (CI) subject demographics.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Sex</th>
<th>Age (yr)</th>
<th>Etiology</th>
<th>CI Use</th>
<th>Device</th>
<th>Processor</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>M</td>
<td>24</td>
<td>Meningitis</td>
<td>6 mo</td>
<td>Nucleus Freedom (R); Hearing Aid (L)</td>
<td>CP810</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>60</td>
<td>Unknown</td>
<td>10 yr</td>
<td>Advanced Bionics 90k/ HiFocus (L)</td>
<td>Harmony</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>25</td>
<td>Unknown</td>
<td>3 yr</td>
<td>Nucleus Freedom (R)</td>
<td>Freedom</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>62</td>
<td>Meningitis</td>
<td>19 yr</td>
<td>Nucleus 22 (R)</td>
<td>ESPrit 3G</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>91</td>
<td>Unknown</td>
<td>6 mo (R); 4 yr (L)</td>
<td>Nucleus 5 (R); Nucleus Freedom (L)</td>
<td>CP810 (R); Freedom (L)</td>
</tr>
<tr>
<td>6</td>
<td>M</td>
<td>20</td>
<td>Genetic</td>
<td>16 yr</td>
<td>Nucleus 22 (L)</td>
<td>Freedom</td>
</tr>
<tr>
<td>7</td>
<td>F</td>
<td>53</td>
<td>Unknown</td>
<td>1 yr (R); 4 yr (L)</td>
<td>Advanced Bionics 90k/ HiFocus(R); Advanced Bionics 90k/ HiFocus (L)</td>
<td>Harmony (R); Harmony (L)</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>64</td>
<td>Meniere’s Disease/Otosclerosis</td>
<td>4 yr</td>
<td>Nucleus Freedom (L)</td>
<td>Freedom</td>
</tr>
<tr>
<td>9</td>
<td>M</td>
<td>72</td>
<td>Unknown/Noise Exposure</td>
<td>8 mo</td>
<td>Nucleus Freedom (R); Hearing Aid (L)</td>
<td>Freedom</td>
</tr>
<tr>
<td>10</td>
<td>F</td>
<td>50</td>
<td>Unknown/Ototoxicity</td>
<td>16 yr (R); 4 yr (L)</td>
<td>Advanced Bionics Clarion (R); Advanced Bionics HiRes 90k (L)</td>
<td>BTE II (R); Harmony (L)</td>
</tr>
</tbody>
</table>

F = female, L = left, M = male, R = right.

6 months of experience with their implant device. None of the subjects had participated in any previous auditory training experiments. Five subjects (S1, S2, S3, S7, and S10) had some experience with speech recognition experiments, while the other five (S4, S5, S6, S8, and S9) had no prior experience. All provided informed consent before participating and all were reimbursed for their time and expenses associated with testing in the laboratory and training at home.

Subjects were tested using their clinical speech processors set to their preferred “everyday” program and volume control settings. If a subject regularly wore a hearing aid (HA) in the contralateral ear in combination with the CI, testing and training was performed with the CI and HA using the everyday, clinical settings. Subjects were instructed to use the same CI (and HA) settings for all testing and training sessions.

General Testing and Training Timeline

Because intersubject variability can be quite large in CI studies, it can be difficult to separate within-subject training effects from across-subject variability. It is also difficult to establish appropriate CI control groups of sufficient numbers (i.e., balanced in terms of subject age, duration of deafness, device type, baseline performance), especially for training studies that require an extended time commitment. In this study, a within-subject control procedure was used instead of an across-subject control group, with each subject serving as his or her own control. The within-subject control procedure required extensive baseline performance measures before training began. Baseline performance was repeatedly measured in the laboratory once per week for a minimum of four sessions. At the fourth session, if performance improved by more than the standard deviation of the first three sessions, baseline performance was measured a fifth time. The results of the last two test sessions were averaged and considered the pretraining baseline scores.

After completing pretraining baseline measures, subjects trained at home for a total of 10 h on their personal computers or on loaner laptops using custom software (“Sound Express,” developed by Qian-Jie Fu). Participants were instructed to train for ~30 min per day, 5 days a week, for 4 weeks. Posttraining performance for all tests was measured after completing 5 and 10 h of training. Training was stopped after 10 h, and participants returned to the laboratory 1 month later for follow-up measures to see whether any posttraining gains in performance were retained. Figure 1 illustrates the testing and training schedule.
Test Methods and Materials

Assessment measures covered a broad range of auditory and memory/attention tasks. Memory was assessed with (1) VDS and (2) ADS. Speech recognition in noise was assessed with (1) the Hearing in Noise Test (HINT) sentences in steady noise, (2) HINT sentences in babble, (3) digits in steady noise, and (4) digits in babble. Speech recognition in quiet was assessed with (1) vowel identification and (2) consonant identification. Other auditory tests included (1) vocal emotion recognition and (2) melodic contour identification (MCI).

VDS was measured using an adaptive (1-up/1-down) procedure. Stimuli included digits 0 through 9. During testing, digits were randomly selected and presented visually in sequence on the computer screen (e.g., “8–3–0”). Each digit was individually shown on the computer screen for approximately 0.5 s. Subjects responded by clicking on response boxes (labeled “0” through “9”) shown on a computer screen or by typing in the numbers on the keyboard. The initial sequence contained three digits. Depending on the correctness of response, the number of digits presented was either increased or decreased (two-digit step size for the first two reversals and one-digit step size for subsequent reversals). Each test run was 25 trials. The VDS score represented the number of digits that could be correctly recalled on 50 percent of the trials and was calculated as the average number of digits correctly recalled across all but the first two reversals. One test run was measured at each test session.

Similar to VDS, ADS tested the recall of a sequence of digits immediately after auditory presentation. The adaptive procedure and method of scoring were the same as for the VDS task, except that the sequence of digits was presented in an auditory-only context (no visual cues). One test run of 25 trials was measured at each test session.

Speech recognition thresholds (SRTs) for HINT sentences [32] were measured using an open-set, adaptive (1-up/1-down) procedure [33]. The SRT was defined as the signal-to-noise ratio (SNR) that produced 50 percent correct whole sentence recognition. HINT SRTs were measured in steady speech-shaped noise (1,000 Hz cutoff frequency, −12 dB/octave) and in six-talker speech babble. The SNR was calculated according to the long-term root-mean-square (RMS) of the speech and noise stimuli. HINT stimuli included 260 sentences produced by one male talker and were of easy to moderate difficulty in terms of vocabulary and syntactic complexity (e.g., “The picture came from a book.”). During each test run, a sentence was randomly selected (without replacement) from the 260-sentence stimulus set and presented in noise. Subjects were asked to repeat what they heard as accurately as possible. If they repeated the entire sentence correctly, the SNR was reduced by 2 dB; if not, the SNR was increased by 2 dB. Subjects were allowed to hear one repetition of the test sentence. On average, 15 sentences were presented within each test run, and the mean of the final six reversals in SNR was recorded as the SRT. Two runs each in steady noise and speech babble were measured during each test session. Individual sentences were not repeated within a given test run; however, some sentences may have been repeated across runs.

Digit in noise SRTs were measured using a closed-set, adaptive (1-up/1-down) procedure, converging on the SNR that produced 50 percent correct sequence identification [33]. Stimuli included digits 0 through 9 produced by one male talker. During testing, three digits were randomly selected and presented in sequence (e.g., “five-one-nine”) in the presence of background noise. Subjects responded by clicking on response boxes (labeled “zero” through “nine”) on a computer screen or by typing the numbers on a keyboard. Subjects were allowed to repeat the stimulus up to three times. If the participant correctly recognized the entire sequence, the SNR was reduced by 2 dB; if not, the SNR was increased by 2 dB. Each test run was 25 trials. All reversals in SNR were used to calculate the digits in noise SRT. Two runs each in steady noise and speech babble were measured at each test session.

Vowel recognition was assessed with 12 vowels, presented in /h/-vowel-/d/ context (heed, hid, head, had, who’d, hood, hod, hud, hawed, heard, hoed, hayed). Vowel stimuli were digitized natural productions from five male and five female talkers [34]. A stimulus token was randomly chosen for each trial without replacement.
from the vowel set and presented to the listener. Subjects responded by clicking on one of 12 response choices on a computer screen; the response buttons were labeled orthographically. Subjects were allowed to repeat each stimulus up to three times. Results were reported as percentage correct. Each test block included 200 trials (20 vowels × 10 talkers), and one block was completed at each test session.

Consonant recognition was measured with 20 nonsense syllables presented in /a/-consonant/-a/ context (/ b d g p t k m n l r y w f s j v z θ ð ʃ ʒ /). Consonant stimuli were digitized natural productions from five male and five female talkers [35]. For each trial, a stimulus token was randomly chosen without replacement from the consonant set and presented to the listener. Subjects responded by clicking one of 20 response choices displayed on a computer screen; the response buttons were labeled orthographically. Listeners were allowed to repeat each stimulus up to three times. Results were reported as percent correct. Each test block included 200 trials (20 vowels × 10 talkers), and one block was completed at each test session.

Vocal emotion recognition was assessed using stimuli from the House Ear Institute Emotional Speech Database [36]. Stimuli consisted of 10 semantically neutral sentences (e.g., “The year is almost over.”) produced by one male and one female talker according to five target emotions: angry, anxious, happy, sad, and neutral. In each trial, a sentence was randomly selected without replacement from the stimulus set and presented to the listener. Subjects responded by clicking on one of the five response choices shown on a computer screen (labeled “angry,” “anxious,” “happy,” “sad,” and “neutral”). Subjects were allowed to repeat each stimulus up to three times. Responses were scored in terms of percent correct. Each test block included 100 trials (10 sentences × 5 emotions × 2 talkers), and one block was completed at each test session.

MCI was used to assess musical pitch perception [8]. Stimuli included nine 5-note melodic contours that represented simple changes in pitch ("rising," "falling," "flat," "flat-rising," "flat-falling," "rising-flat," "falling-flat," "rising-falling," and "falling-rising"). The spacing between successive notes in each contour was 1, 2, or 3 semitones, and the lowest note in the contour was A3 (220 Hz). The note duration was 250 ms and the interval between notes was 50 ms. The contours were played by a piano sample. In each trial, a contour was randomly selected from the stimulus set and presented to the listener. Subjects responded by clicking on one of nine choices shown on a computer screen, which were visually labeled according to the pitch patterns. Listeners were allowed to repeat each stimulus up to three times. Responses were scored in terms of percent correct. Each test block included 54 trials (9 contours × 3 semitone spacings × 2 repeats of stimuli) and one block was completed at each test session.

Testing was conducted in sound field in a sound-treated booth (IAC; New York, New York). All auditory stimuli were delivered via single loudspeaker (Reveal; Tannoy; Coatbridge, Scotland) at a fixed output of 65 dBA. For tests involving speech in noise, the target SNR was calculated according to the long-term RMS of the speech and noise; the level of the combined speech and noise was then adjusted to achieve the target output (65 dBA). Participants were seated directly facing the loudspeaker. No training or trial-by-trial feedback was provided during test sessions. The same performance measures and methods were used for pretraining baseline, posttraining, and follow-up test sessions.

Training Methods and Materials

VDS training began after completing pretraining baseline measures. Training was conducted at home using custom software loaded onto each subject’s personal computers or loaner laptops. Subjects were instructed on how to install and use the software and to immediately contact the research staff if there were any problems with the home training. The software allowed for remote monitoring of training sessions, letting researchers view subjects’ training frequency, duration, and performance. Subjects were asked to train for 30 min/d, 5 d/wk, for 4 wk, for a total of 10 training hours.

The VDS training and VDS testing stimuli and procedure were the same except that VDS training included trial-by-trial visual feedback. If the subject responded correctly, visual feedback was provided, a new sequence was presented, and the number of digits in the sequence was increased. If the subject responded incorrectly, visual feedback was provided, in which the incorrect response and the correct response were shown on the computer screen. Then the next digit sequence was presented and the number of digits in the sequence was decreased. The step size was two digits for the first two reversals and one digit for subsequent reversals. Each training exercise.
RESULTS

Home Training

All subjects completed the VDS home training; the mean training time was 613 min (range: 580–665 min). Home training data (rather than laboratory testing data) showed that the mean VDS score improved from 6.94 at the start of training to 7.53 and 8.31 after 5 and 10 h of training, respectively. A one-way repeated measures analysis of variance (RM ANOVA) showed a significant effect for home training session ($F_{2,18} = 17.41, p < 0.001$). Post hoc Bonferroni $t$-tests showed significant differences between start of training and 10 h of training ($p < 0.001$), and between 5 hours and 10 h of training ($p = 0.01$).

Laboratory Testing

Figure 2 shows baseline (pretraining) performance for all test measures across test sessions. Within each panel, the solid line shows the linear regression fit across all subject data. The slopes of the regressions were quite shallow, and $p > 0.05$ in all cases. The mean of the last two sessions was considered the baseline score for each test (shaded region in each panel).

Figure 3 shows individual and mean VDS scores at baseline, 5 and 10 h posttraining, and follow-up. Although there was considerable intersubject variability, most subjects exhibited some improvement after training. The mean VDS score improved from 6.72 at baseline to 7.77 and 7.97 after 5 and 10 h of training, respectively; follow-up scores were largely unchanged (7.83 digits) from posttraining performance. A one-way RM ANOVA showed that VDS scores differed significantly across the test sessions ($F_{3,27} = 9.73, p < 0.001$). Post hoc Bonferroni $t$-tests showed significant differences between baseline and 5 h posttraining ($p = 0.002$), 10 h posttraining ($p < 0.001$), and follow-up ($p = 0.001$).

Figure 4 shows mean performance for all test measures at baseline, 5 and 10 h posttraining, and follow-up. For most auditory measures, posttraining improvements were quite small. One-way RM ANOVAs showed no significant effect of test sessions for ADS, HINT in steady noise or babble, digits in steady noise or babble, vowels, or consonants ($p$-values ranged from 0.07 to 0.88). However, one-way RM ANOVAs showed significant effects for test session for vocal emotion recognition ($F_{3,27} = 3.31, p = 0.03$) and MCI ($F_{3,27} = 2.98, p = 0.049$). Post hoc Bonferroni $t$-tests did not reveal significant effects; however, the power of the performed test was low (0.511 for vocal emotion identification and 0.444 for MCI). Note that the mean improvement after 10 h of training was only 3.45 and 4.35 percentage points for vocal emotion recognition and MCI, respectively.

Figure 5 compares the mean posttraining gain for various outcome measures after ~10 h of VDS training in the present study or after ~10 h of auditory training in previous CI studies [7–9]. For all outcome measures, the posttraining gains were larger with auditory than with the present nonauditory training. Posttraining gains for speech understanding in noise (Figure 5(a)) were 0.07 to 1.11 dB with the present VDS training, versus 0.49 to 3.82 dB with the previous digits in babble auditory training [9]. Posttraining gains for phoneme recognition (Figure 5(b)) were 0.81 to 1.07 percentage points with the present VDS training versus 13.54 to 15.81 points with the previous phonemic contrast auditory training [7]. The mean posttraining gain for MCI (Figure 5(b)) was 3.45 points with the present VDS training versus 28.30 percentage points with the previous MCI auditory training [8].

Subject demographics were compared with pre- and posttraining performance. For pretraining performance, significant ($p < 0.05$) correlations (Spearman rank order) were found between age at testing and vocal emotion recognition and between CI experience and consonant recognition. For posttraining performance, significant correlations were found between age at testing and digits in babble, between age at testing and vocal emotion recognition, and between CI experience and HINT in steady noise.

DISCUSSION

While the present VDS training significantly improved VDS scores, it provided little to no benefit for auditory perceptual measures. There were no significant improvements in ADS, HINT sentence recognition in noise, digits recognition in noise, or phoneme recognition in quiet, and only small (but significant) improvements observed for vocal emotion recognition and MCI. The results do not support the hypothesis that nonauditory training can improve auditory perception. Further, the results suggest that the posttraining gains observed in previous CI training studies [6–10] were not solely due to improved attention, memory,
Figure 2.
Baseline (pretraining) performance for all test measures as function of test session. Final four sessions are shown; in cases where five baseline sessions were required to achieve asymptotic performance, only data from last four sessions are included. Different symbols show individual subject data. For Hearing in Noise Test (HINT) Sentences and Digits in Noise, mean performance across steady noise and babble conditions is shown. Solid lines show linear regressions fit across all subject data. Shaded area shows scores used to represent baseline performance. SNR = signal-to-noise ratio, SRT = speech recognition threshold.
and/or cognitive processes, but rather to improved auditory perception via auditory training.

We should note several potential limitations to the present study. First, the small number of participants (n = 10) precludes any strong conclusions being drawn from the present results. While there were few instances of significant improvement after VDS training, the power was low, increasing the likelihood of type II error. A greater number of subjects would improve power and might reveal significant benefits with VDS training. However, we expect that posttraining gains would remain smaller than with auditory training.

Second, VDS may not have been the most effective nonauditory training task. Multiple nonauditory training tasks (e.g., VDS, color sequence identification, word list identification) might have been more beneficial than the single task used in this study. Training that incorporated both auditory and visual tasks might have yielded even further benefits, although it would have been difficult to ascertain exactly what was being learned. Note that nonauditory training (i.e., learning to play a silent video game) has been shown to produce small but significant improvements in auditory perception [24]; however, in that same study, auditory training or even exposure to auditory stimuli (passive learning) provided much larger performance gains.

Third, because the VDS training was not necessarily “enjoyable,” it may not have effectively engaged subjects’ attention. Subjects reported that the VDS task was difficult and that they often broke up the daily training into a couple of sessions. However, similar improve-
ments in VDS were observed across home training (6.94 to 7.85 digits) and laboratory testing (6.72 to 7.97 digits) during the 10 h of training, suggesting active engagement with the VDS training.

Finally, this study did not have an independent control group and used a within-subject control procedure. The extensive baseline testing prior to training was intended to minimize procedural learning effects [37]. However, because of the repeated testing (baseline, post-training, and follow-up sessions), it is possible that some familiarization and/or memorization may have affected closed-set outcome measures (i.e., phoneme recognition, vocal emotion recognition, and MCI). Note that the same within-subject control and extensive baseline testing procedures were used in our previous auditory training studies [6–9]. In those studies, much larger posttraining gains occurred after auditory training with novel stimuli (not used for testing) than with the present nonauditory VDS training. This suggests that the repeated exposure may not have been a limiting factor for this study.

In previous studies with pediatric CI patients [27–28], significant correlations were observed between ADS and closed-set word recognition, open-set word recognition, and recognition of words in sentences. In this study, both before and after training, there were significant correlations only between VDS and ADS and between ADS and vowel recognition; no other correlations were observed. The shorter digit spans and poorer speech performance in the previous pediatric CI studies [27–28] may reflect developmental effects and/or memory processing problems that were not present in the present adult subjects.

There has been much recent research interest in “brain-training” computer games and software designed to reduce cognitive decline in older adults. Some studies show generalized improvements beyond the trained task [38–39], while others do not [40–41]. Computer exercises (using auditory stimuli) have been proposed to improve auditory information processing in adults aged 65 and older [39]. In these exercises, the level of difficulty is adapted according to subject performance; exercises include discrimination of easily confused syllables and recall of details in a verbally presented story. Such training has shown significant performance gains for the trained tasks, as well as improvements in standardized measures of cognitive function (e.g., backward digit span.
and delayed recall of word lists) that were not directly trained. While the present study used a single visual training task, it is possible that an auditory memory/attention task or a battery of training exercises unrelated to the present outcome measures may be more beneficial.

CONCLUSIONS

The present nonauditory VDS training provided only minimal gains in auditory perception tasks. While memory, attention, and cognitive processes are part of auditory learning, the very small posttraining gains with the VDS training suggest that auditory training may be required to improve auditory perception and that the positive training outcomes in previous studies [6–9] were not solely attributable to improvements in cognitive processes such as attention and memory. CI users may require specific targeted auditory tasks for training to improve speech recognition and auditory perception.
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