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Abstract—The increasing use of electronic displays in domestic
products can pose great problems for blind people wishing to use
microwave ovens, video cassette recorders, hi-fi systems, etc.
One method of trying to solve these problems is to provide a
handheld "display reader" that can translate the alphanumeric
and symbolic information presented on the display into speech.
A prototype system has been developed and evaluated . User
requirements for this device and the problems of the image
sensor, the image processing method, and the user interaction
with the system are also discussed.
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INTRODUCTION

The two main areas identified as posing difficulties
for blind people (1), are mobility (getting from A to B) and
reading. Although the latter was originally perceived as
being concerned with access to printed material, this now
includes access to information generally, and, in particular,
information stored and presented in systems employing
computer technology . Considerable efforts have been
made to enable blind people to access computer systems,
and a significant area of recent interest has been providing
access to computer systems employing a graphical user
interface (GUI) . These have resulted in a number of solu-
tions predominantly for IBM-compatible equipment (2,3);
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it should be noted, however, that the first commercially
available GUI access system was for the Macintosh [out-
Spoken from Berkeley Systems (4)].

In parallel with developments in desktop computing,
there also has been an increasing tendency to use electronic
displays and keypads in products such as video cassette
recorders (VCRs), washing machines, and microwave ov-
ens . As these displays become more commonplace, they
can pose a serious obstacle to blind people operating these
devices, which traditionally could be modified by adding
tactile markings to the dials and switches of the products.
This difficulty was highlighted recently by the World Blind
Union Research Committee, who listed, among their pri-
orities for technical research and development for visually
disabled persons, a liquid crystal display (LCD) reader for
numeric displays with speech output for less than 100
dollars (5) . The work reported here has been undertaken to
address this need by producing a prototype system that is
suitable for further development to produce a small, hand-
held device with a self-contained power supply and capable
of speaking the information found on typical consumer
products with electronic displays.

Accessing Domestic Products
Toward the end of 1992 a survey of major United

Kingdom retailers was undertaken to determine the state
of the market in domestic products with electronic dis-
plays . The products chosen for the survey ranged from
VCRs and microwave ovens to digital clocks and calcula-
tors . Displays on personal computers and organizers were
not considered . Of particular concern were "leading-edge"
products; these were examined with the objective of im-
proving our understanding of both current and future trends
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in display technology and techniques . Displays were clas-
sified in terms of the underlying display technology, how
the technology was used to present different data items on
the display, and the structuring of the information on the
displays.

Types of Display Technology
Three different types of display technology were

found : 1) liquid crystal displays (LCDs) ; 2) light-emitting
diodes (LEDs) ; and 3) gas plasma displays (GPDs).

LCDs are low-contrast, dark-on-light displays and are
gradually becoming less common on domestic products in
general, due to their limited viewing angles and relatively
low contrast . However, they are common on battery pow-
ered devices, due to their low power consumption.

LEDs are bright and clear, light-on-dark displays,
generally found on many types of domestic equipment.
They have generally been superseded by GPDs, but are still
found generally on simple, low-cost displays, such as alarm
clocks.

GPDs were found to be the most common form of
display used. Like LEDs they are bright and clear, but can
be constructed to provide higher resolution, and therefore
to produce more detailed displays.

Presentation of Information
The basic display technology can be used to present

information in a number of ways . These include : 1) 7-seg-
ment displays; 2) 16-segment displays ; 3) display sym-
bols ; and, 4) bit-mapped displays.

1. Seven-segment displays have the display segments
arranged in such a way as to form numerals and a
small subset of the alphabet.

2. Sixteen-segment displays are similar to seven seg-
ment displays but have an extra nine segments,
which permit a better representation and a wider
range of alphanumeric characters . These were found
to be the most common displays in use.

3. In display symbols technology, a part of the display
is constructed to present a particular symbol that can
be "on" or "off ." For example, the dots used to indi-
cate a .m. or p.m. on some digital clocks, or the sym-
bols that indicate the state of a VCR (i .e ., play,
pause, etc .) . These symbols, referred to as "static
elements" are found on almost all displays.

4. In bit-mapped displays a wide variety of symbols
may be represented from a matrix of pixels . At the
moment these are only present on top-of-the-range
products, but it is anticipated that they will increase

in usage over the next few years . It is important to
note that this type of display has significantly differ-
ent characteristics from the other display types in
that the symbols can move in the display area.

Structure of Information
Figure 1 shows a display that is typical of those found

on VCRs. This figure illustrates some of the terms used to
describe and structure information found on displays . The
display is considered to be made up of a number offields,
which are in turn made up of elements, which in turn are
made up from cells . Cells are the fundamental units on the
display that can be independently turned on or off . In the
example, cells would include the recording icon, the
"SUN" area, or any of the individual segments of the digits.
Cells are grouped together to form elements . Elements may
be alphanumeric or static symbols, which are made up of
one or more cells . In the example above, elements made up
of single cells include the recording icon and the "SUN"
area; elements made up of multiple cells include the indi-
vidual seven segment digits . Fields are sets of elements
that, as a whole, form the fundamental units of information
to be spoken . In the example above, four distinct fields can
be identified as follows:

a time field, consisting of four numeric elements
and a separator (" :")

• a tape counter field, consisting of five numeric ele-
ments

e a day-of-the-week field, consisting of seven static
elements ("SUN," "MON," . . . "SAT"), which un-
der most circumstances, would have a single ele-
ment lit.

Figure 1.
An example of a display on a typical VCR .
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® a state of system mechanism field, (i .e ., a symbol
representing RECORD, PLAY, FAST FORWARD,
REWIND, PAUSE, etc .) . In this case, between zero
and three elements would be displayed . For exam-
ple : zero in the case of the tape not being played;
one for the tape being rewound; two in the case of
"RECORD" and "PLAY" ; and three in the case of a
paused recording.

It should be noted that at any one time a user is
typically interacting with one of the fields . In addition, on
some systems information is scattered around the product
(e .g ., the "recording on" light on some VCRs is well away
from the other information), or when information is not
displayed on the product (e .g ., with "on screen" VCR
information) . The work discussed here only deals with
systems that indicate the system state in a single display
panel.

Issues in Developing a Display Reader System
To address the difficulties of accessing domestic

products, the authors propose a low-cost display reader.
The system would be a small, handheld device with a
self-contained power supply . The user would place the
system in front of a display, possibly locating it in some
form of jig . The system would then present information
appropriate to the current display and system status to the
user with synthetic speech. Users would have selective
control over the information relayed to them by a set of
user-interface buttons . The display reader system, attached
to an electronic system with the relevant type of display, is
shown in Figure 2.

In developing such a system the authors had to ad-
dress two issues : the usability of the device and the tech-
nological issues pertaining to the "reading" of the display.

Mounting jig

Speaker

User Interface Keypad

Figure 2.
Plan view of the display reader system attached to an electronic

system .

The usability issue breaks down into three areas : device
portability, the mechanical properties of the device, and the
user interface.

A portable device must be of reasonably small size
and also be cordless (i .e ., it must be battery powered and
hence the system design must minimize power consump-
tion) . To satisfy these requirements the system's chip count
must be minimized, probably by using standard-cell appli-
cation specific integrated circuit (ASIC) technology . If a
sufficient volume of sales (i .e ., in the order of hundreds)
could be generated, this technology would significantly
reduce the cost of the system.

The mechanical properties of the device impact
greatly on its usability : users must be able to accurately
position the device in front of the product's display and
maintain this position for the period in which the product
is in use . This prototype system locates the reader using a
jig that significantly simplifies the alignment issues.

The user interface is a critical part of the design in
such a system and may well determine whether the system
is destined for "life in a cupboard" or is to become a
valuable aid for the visually disabled person . The user
interface is described in detail below.

The technological problems associated with the sys-
tem are concerned chiefly with the derivation of robust
image processing algorithms suitable for the application.
The image processing algorithms are required to work with
all commonly used display technologies and a wide range
of display types . Other problems are concerned with the
identification of a low-cost, low-power, small-sized image
sensor having the appropriate level of spatial and contrast
resolution for this application and the system design to
support a good and useful user model.

From the above, one can see that the system needs to
be highly integrated and to use some form of ASIC-based
design . Yet there are two areas that require considerable
levels of experimentation : in the image processing area, to
prove display technology independence of both the image
sensor and the display reader algorithms ; and in investigat-
ing the usability of the system, both in terms of the user
interface and in the packaging of the product . This need for
experimentation is rather at odds with the high-cost devel-
opment route associated with producing a highly integrated
product . One could resolve the necessary experimental
issues by using computer-based modeling techniques;
where executable, prototype models of the system running
on a computer system may be evaluated for their image
processing capability and the suitability of the proposed
user interface . Such a technique has been described (6),
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albeit directed at another class of applications . These tech-
niques are effective methods of assessing design issues
before developing highly integrated (so-called deeply em-
bedded) systems. However, in this project the development
of a physical prototype was chosen.

The primary reason for choosing a physical prototype
is so that the usability of the system can be evaluated by
undertaking controlled experiments with visually disabled
users . The authors felt that a physical prototype would be
more appropriate for this exercise . A further, more prag-
matic reason concerns the fact that this work was under-
taken by a group of master of engineering degree students
working on an assessed project of the type where rules
demand that skills in both software and hardware engineer-
ing be demonstrated.

The project has been carried out with full considera-
tion of a final usable product. Although size, power, and
cost constraints have not been directly addressed in the
construction of the prototype, they have been fully ac-
counted for by the system design . The design is technology
independent and may be reused in an embedded system
implementation.

User Model
Although the fundamental requirement for this sys-

tem is to enable a user to operate consumer electronic
products, as has been stated above, it is critical that this is
achieved in a way that results in the easy use of the product.
The objective has been to make a reactive system in which
the user operates a product in a manner that closely resem-
bles that used by someone without a visual disability, and
where the speech output from the system is given automat-
ically when appropriate for a given context. This is illus-
trated below by considering user interaction with a typical
VCR .

To assist in meeting the goals for the display reader,
lessons can be learned from computer speech access sys-
tems for blind people . These "screen readers" enable blind
people to operate standard applications running on IBM-
compatible personal computers . There are many thousands
of blind users of such systems around the world . Screen
readers have developed from systems in which users could
ask for information about areas of the computer screen (7),
such as the current character, word, or line, into sophisti-
cated systems in which configurations or profiles are con-
structed for given applications and that provide applica-
tion-specific knowledge (8) . Although users have the
facilities to produce their own configurations, configura-
tions for the major applications typically are made avail-

able by the companies who produce the screen readers . The
importance of making such systems configurable and
adaptable is detailed elsewhere (9), where the objective is
stated as making the speech access system provide a seam-
less interface between application and user.

An important issue that should be noted when consid-
ering speech systems is that the access needs to be balanced
with the quantity of information . "Minimum speech with
maximum information" (10, p. 537) has been our philoso-
phy in the design of the user interface for this system.

The approach for the display reader has been to con-
struct a configuration for each display, which is set up so
that, in most circumstances, the system automatically re-
sponds with an appropriate speech message as the user
interacts with the consumer appliance . This is achieved by
providing the facility to label fields as:

• read field on change, where the contents of the
field, or one of a set of speech messages, will be
spoken when a change occurs in that field

• read field continuously, where the field status will
be repeatedly reported at a specified frequency

® read once, which is generated by a user request.

For each of these options the spoken text can be
derived from the display field, a previously stored text
string, or a combination of the two. For example, "The time
is 10 p.m." where the information "10" is extracted from
one field on the display, and the "p .m." is extracted from
another field . In addition, an option is provided for a user
to manually step through and examine different fields.

These capabilities can be illustrated by describing a
user interaction with a typical VCR, where the user is to
record a program that is about to start on the television set.
Initially the user will attach the reader to the jig on the
recorder and will insert a tape into the machine . The user
now presses REWIND to ensure that the tape is at the start.
The display changes and a "<<" symbol appears on the
display that the display reader notices as a change and
speaks the message "rewind." When the system stops, the
display symbol "<<" is cleared and the system will an-
nounce "stop ." At this point, the user may wish to reset the
program counter and presses the COUNTER RESET but-
ton. This is not spoken and the user will need to manually
operate the reader to step to the COUNTER field and read
the contents . (The counter change is not automatically read
on change as this would be very distracting in most circum-
stances) . The user then presses RECORD and PLAY
which again change the display and the system would
respond by announcing "recording ."
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System Architecture

The Logical View
The system architecture is presented in Figure 3 us-

ing structured analysis notation (11) . This is a logical view
of the architecture and is independent of implementation.
The actual prototype system on which initial experimenta-
tion has been based is shown in Figure 4.

The way in which the system operates is briefly
described with reference to Figure 3 . The Image Sensor is
placed in front of a display . In essence, the sensor is a video
camera that continually passes video information to the
system. The Capture Image and Image Store are essentially
a hardware frame grabber, which digitizes the video signal
and stores it as a pixel array in the Image Store memory.
Although not implemented in the prototype system, where
standard components have been used, there is a strong
possibility that in the final system the Capture Image
process may perform some elementary image processing
operations (e .g ., thresholding) "on the fly," as pixels arrive,
and before they are placed in the Image Store . Images are
captured when requested by the Capture Image flow ; com-
pletion of image capture (i .e ., an updated Image Store) is
signaled by the Image Captured flow.

The image is then processed to determine the seman-
tic information currently presented by the display . This is
accomplished in two stages : Process Image, which oper-
ates on the raw pixel information to determine which areas
of the display (cells) are illuminated ; and Analyze Image,

which operates on the list of cell states to determine the
meaning of the information and whether this should be
spoken. Both processes reference the Display Configura-
tion Store . This store is divided into two parts : a static part,
which contains configuration information for the particular
display (e .g ., the fields in the display, the locations of
elements and of cells in the fields, the text associated with
each field, etc .), and a dynamic part, which is a reflection
of the current state of the user preferences and determines,
for example, which set of fields should be examined, the
format of the text to be spoken, etc . The image processing
algorithm is described in detail later.

The System Control process determines when a frame
should be captured and processed, and what, if any, speech
should be passed to the user . A Capture Image message is
sent either in response to some user command that explic-
itly requests that a display field or fields, be read, or is
generated based upon the current operating mode of the
system, as recorded in the Display Configuration Store . For
instance, when the system is configured to "read field on
change" (see the section above on User Interface), frames
must be periodically grabbed at a rate exceeding one frame
per second . The User Interface carries out text-to-speech
synthesis on strings of text and processes commands re-
ceived from the user via the keypad.

The image processing functional units, Process Image
and Analyze Image, rely upon having access to the unique
characteristics of the display held in the Display Configu-
ration Store ; this is the static part of the store mentioned
above. This information is used by Process Image to locate

Soff are Software

Figure 3.
The system architecture .

Figure 4.
The display reader prototype system .
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fields within the Image Store and to determine the format
of those fields . Analyze Image uses this information to
determine the text strings to be spoken . Thus, for each
display to be read there is a configuration entry in the
Display Configuration Store to supply this information to
these processes. This information is required each time the
display reader reads a particular display and is therefore
held in nonvolatile memory . There must be some way of
capturing the configuration information for each display;
which, it is anticipated, will have been produced by a
sighted operator. This is supplied through the Config Inter-
face, which is a process that needs access to both the Image
Store and the nonvolatile part of the Display Configuration
Store. The issues relating to system configuration and the
role of the sighted operator are discussed later.

The Prototype System
The prototype system, on which experimental work

has been carried out, is briefly described in this section, and
is illustrated in Figure 4 . The display reader system proto-
type has been developed using a Gener„ l Pt,rpose Periph-
eral Control System (GPPCS) interfaced to a UNIX work-
station. This environment (12) allows an application
programmer to develop prototypes of embedded systems
using the features of the UNIX operating system. In gen-
eral, applications programs are written for, and reside in,
the UNIX workstation . In this prototype system the Process
Image, Analyze Image, and User Interface were developed
in the UNIX system and interfaced to the relevant
input/output (I/O) devices through peripheral dialogue
library (PDL) functions . These functions present a high-
level interface to the application software . For instance, the
PDL function for the speech synthesizer will accept strings
of text as parameters . The PDL functions manage commu-
nication with the GPPCS and call the relevant device driver
library (DDL) in the GPPCS ; at this level of abstraction the
speech synthesizer is controlled by an RS232 driver pro-
cedure . The scheduling of tasks within the GPPCS is
controlled by a small kernel that runs on a 68030-based
processor card and controls the I/O devices over a VME
bus .

In most circumstances, the communication overhead
between the GPPCS and the UNIX workstation is insig-
nificant . However, in the display reader prototype the
Process Image process has relatively low CPU overhead
but operates on the whole captured image . In this case, the
overhead associated with shipping the entire image to the
UNIX workstation and processing it there was about four
times that of running the Process Image procedure within

the GPPCS and transferring the cell states to the Analyze
Image process running in the workstation.

The prototype system acts as a sound platform for the
development of the software for the system, which could
be ported with little modification into an embedded system
product . The prototype does not reflect the hardware archi-
tecture of a portable system . However, the prototype sys-
tem was used to evaluate the most critical hardware com-
ponent, namely, the image sensor.

The image sensor must be of low cost and small size;
have minimal power requirements and sufficient spatial
and contrast resolution for the application ; and provide
acceptable quality images over a wide range of display
types. The first three of these requirements are largely
satisfied by the "Peach camera" manufactured by VLSI
Vision (Edinburgh, UK) . This is a 312 x 287 pixel image
sensor array with on-chip circuitry to deliver a full-format
composite video output signal . The ASIC Image sensor
(13) may be purchased as a die, mounted on a printed
circuit board (PCB) or packaged as a miniature camera,
complete v. wide angle lens. The latter option was used
in this project; the entire video camera measures 3 .3 x 3 .5
x 2 .7 cm. The camera is of relatively low cost (around h50,
approximately, U .S . $75, per unit in volume) and has good
power characteristics, dissipating less than 150 mW . The
camera, therefore, appears well suited to this application.
Evaluation of the camera was carried out in the prototype
environment using a number of display types ; the results
of this evaluation are summarized in the results section
below.

METHOD

Image Processing
A robust image processing algorithm is required to

read the wide range of display types available in the do-
mestic market. As the display reader is required to be held
in a jig immediately in front of the display, ambient lighting
conditions can be controlled. For emitter displays (LEDs
and GPDs), the emitted light is uniform from all areas of
the display and these displays have sufficient contrast
between lit and nonlit areas for simple adaptive threshold-
ing techniques to be used . Nonemitter displays (i .e ., LCDs)
are available in two types : backlit, where the emitted light
from the display gives sufficient illumination for treatment
in the same way as emitter displays ; and nonbacklit, where
a light source must be provided by the display reader unit
to illuminate the display . In the latter case, careful design
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of the unit is needed to ensure reasonably uniform lighting
of the complete display and the elimination of reflection
from the surface of the display . In the prototype system jigs
have not been used, the camera has been held in front of
the display and ambient light has been used to illuminate
nonemitter displays . Further work is necessary in jig design
to develop satisfactory lighting conditions.

Standard optical character recognition (OCR) tech-
niques are not applicable for reading product displays . In
order to determine the meaning of symbols (static ele-
ments) within the display, the algorithm must refer to a set
of configuration details for the display . For instance, a
single dot on a display, which in another field presents time,
may indicate that the displayed time is p .m. (or conversely
a.m., there is no standard convention) . An entry must exist
in the Configuration Display Store for this information to
be correctly interpreted . Thus, the characteristics of dis-
plays force the system to have a configuration entry for
each display . However, once this principle is accepted, it
actually makes the design and implementation of the image
processing method rather more simple than if conventional
OCR techniques were used . This is because the configura-
tion entry can indicate to the Process Image function the
set of cells, elements, and fields in the display, their con-
figuration, and their precise position in the display . In the
limit, this means that, if the camera is aligned precisely in
the same way as when the configuration details were
obtained, the image processing task becomes a reasonably
simple task of checking various areas of the screen to see
whether they are emitting light.

The prototype system relies on precise alignment (i .e .,
for the system to work the camera must be in the same
position relative to the display as when the configuration
details were captured) . In the final system such alignment
would be difficult to attain. Each domestic appliance in the
user's house would need a jig to hold the display reader in
front of the display . Locating the camera accurately in the
jig each time is not a difficult problem to solve; however,
it is likely that such a system may be difficult to use and
may include potentially costly financial overheads both for
manufacture and installation . However, the idea of a jig is
appealing because it gives the user hands-free operation of
the display reader; ensures that the display is entirely
within its field of view ; and holds the image sensor at a
fixed distance from the display, thus maintaining a fixed
character size . Therefore, it is assumed that a jig will
provide some form of coarse, first-order alignment of the
display within the field of view. For instance, the jig may
be a number of VelcroTM strips around the product's dis-

play that interlock with similar strips on the display reader.
A software process will align the current display image
with that captured in the configuration store . Given that the
precise nature of layout of the display is known, this is not
a difficult task. In fact, a simple alignment program was
developed for the prototype system ; this worked well in
principle but was defeated to some extent by the "fishbowl-
ing" introduced into the image by the camera (see the
results section below).

The image processing method is now briefly de-
scribed; it assumes that accurate alignment is maintained.

The configuration entry for the display identifies the
fields on the display, the type of elements, which make up
the (fields) and the precise location of the cells, which form
the elements . For the low-level image processing algorithm
the primary unit of concern is the element . These were
defined earlier and can be one of four formats : display
symbol, 7-segment character, 16-segment character, or dot
matrix character . By knowing the size and format of the
element, the exact position, shape, and size of the cells that
form the elements can be determined . Thus for a 7-segment
display, each of the seven cells that make up the display
can be tested to determine if they are illuminated. Illumi-
nation of a cell is determined by thresholding the image,
counting the number of illuminated pixels within the cell
area, and comparing the value to some defined threshold.
This process is illustrated in Figure 5.

The list of cell states for each element is returned,
together with the field and element identifiers, for sub-
sequent processing . From the list of cell states, characters
can be identified. This is shown for a 7-segment display in
Figure 6. Similar lists can be developed for other field
types. Note that the term character is used rather loosely
and does apply to elements formed from display symbols.

Figure 5.
Determination of cell illumination .

Cell Lit

number of apparently lit pixels greater than threshold

Cell Off
number of apparently lit pixells less than threshold
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Note also that this algorithm works for dot matrix charac-
ters where the position of the characters is fixed on the
display; however, where characters are of variable size, or
can start at any point in the display, other algorithms must
be used in conjunction with the one described here.

For each field, the character displayed by each ele-
ment can be determined from the cell list. Dependent on
the type of information held in the field the spoken phrase
can now be constructed . A simple example of an alarm
clock is shown in Figure 7. The alarm clock display con-
sists of three fields : 1) a time field made up of four 7-seg-
ment elements ; 2) an a .m./p .m. field which is a single static
element (this is lit to indicate "p .m.") ; and, 3) an alarm set
field which is a single static element (this is lit to indicate
that the alarm is set) . To speak the time, the display reader
must chain together the phrases associated with the time
and the a .m./p .m. fields. The alarm set field is spoken
independently and is not considered further here.

The phrase for the time field is held as : "The time is
— ." The character — indicates that the contents of the field
should be spoken at this point . Thus, the field contents can
be inserted into any position in an arbitrary text string . The
field is marked in the configuration store as being time
format; thus, the set of characters 1 2 3 4, is spoken as
"twelve thirty-four," rather than "one thousand two hun-
dred and thirty-four," which would be the case if the field
was marked as a value field. Field 2 (a .m./p .m.) is marked
as an alternative field, where two alternative phrases are
stored, the phrase used being dependent on the state of the
field : "pee em./aye em ."

cell 1

cell 7

Figure 6.
Determination of cell states for a 7-segment display character .

time field

	

hours/minutes delimiter
not considered ;

alarm set
indicator

Figure 7.
An alarm clock display.

Dependent on the current operating mode of the sys-
tem (see User Interface section above), which is held in the
Display Configuration Store, and on the values obtained
from the display, the text strings may or may not be passed
to the speech synthesizer unit. Considering the alarm clock
example, if the mode was set to read field on change, the
reader system samples the display about once per second
and compares the value of the time field with the value
captured previously . Text is spoken when a change is
detected; in this example text would be spoken every
minute. If the user requested that a field be spoken, the field
would be returned and spoken immediately.

RESULTS

Prototype Evaluation

Display Quality
The quality of the captured image has been evaluated

by capturing images from the displays of a number of
domestic products, which cover the range of available
display technology (i .e ., LEDs, GPDs, and LCDs) both
backlit and lit by ambient light. The quality has been
assessed by visual inspection following the thresholding of
the image; in all cases lit cells were clearly distinguished.

System Evaluation
The prototype system has been evaluated by operating

the system with three domestic products . Again, a sample
representative of the range of image technologies was
chosen ; namely LED, GPD, and ambient lit LCD . The
system has also been evaluated by running simulations of

cell list
cell 1 = cell 3 = cell 4 = cell 6 = cell 7= 1
cell 2 = cell 5 =0
7-segment character is '3'

anion.
indicator
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product displays on portable computer systems. This al-
lows the emulation of complex displays, yet gives total
control and repeatability to each of the experiments . Most
of the work to date has been carried out using an emulation
of a video recorder, which has representatives of all the
elements found in the complete set of domestic products.
This emulator has been run on two PCs; one with a GPD
and the other with backlit LCD . This testing has verified
that the image processing algorithm is robust and virtually
error free over a reasonable range of display technologies.
One small error has manifested itself, however. When
reading displays in read field on change mode the display
image is sampled once every second, for 7-segment dis-
plays the character "0" is read in error, on average once
every 20 minutes, as the character "8 ." This manifests itself
by the system indicating that the channel of the emulated
video recorder display has changed from "channel 2" to
"channel 82" and on the next read back to "channel 2 ." This
is equivalent to an error rate of approximately 0 .08 percent.
Only 7-segment zeros seem to suffer from this defect.

Image Alignment
As noted above, the image processing algorithm re-

quires that the camera and display be in the same relative
alignment as when the system was configured . System
configuration takes a significant period of time, around 20
minutes for a video recorder display . Any movement of the
camera relative to the display, even if this movement is
comparatively small, results in the system having to be
reconfigured.

As noted earlier, such precise alignment will be diffi-
cult, if not impossible, to maintain for a practical system.
Therefore, work will be undertaken to permit the system to
align a captured image with the information held in the
configuration store.

Fishbowling of the Image
The image alignment problem is compounded by the

fact that the image passed by the Peach camera to the
system is fishbowled (i .e ., straight segments at the edge of
the image appear curved) . This is because the Peach cam-
era has a wide-angle lens, and in this application the camera
is in rather close proximity to the display . This problem
could be overcome by either obtaining a miniature close-up
lens for the Peach camera, or by applying some sort of a
corrective transformation to the captured image .

System Configuration Policy
As has been discussed above, the system will need a

specific configuration for each appliance with a display . It
is envisaged that, although facilities will exist for a sighted
user to produce configurations for a given individual, the
configurations generally will be produced and distributed
by a central agency, probably the supplier of the display
reader. Although this will involve a considerable effort
initially, it is expected that subsequent efforts will only
involve keeping up to date with the latest product develop-
ments . There are issues relating to upgrading individuals
with configurations for the latest devices ; however, this is
well within current capabilities for electronic data transfer
and is not dealt with here.

DISCUSSION

The ultimate aim of this work is to produce a hand-
held product, at a reasonable cost, that is suitable for use in
the home. To this end four areas of further work are under
consideration:

1. Testing with a Wider Range of Products . As out-
lined in the section concerned with prototype evalu-
ation above, a limited yet representative subset of
displays has been used to evaluate the system . More
extensive testing is required and a systematic evalu-
ation of the prototype system will be carried out
with a larger set of displays.

2. The Evaluation of the User Interface . It is in-
tended that the user interface will be evaluated by
carrying out a series of experiments with visually
disabled users of the system. The purpose of the
work is twofold : to ensure that a suitable user inter-
face is developed and to develop a more general
level of understanding as to how visually disabled
people can effectively operate with modern domes-
tic appliances.

3. Image Alignment . Further work is necessary to ad-
dress the image alignment problems and fishbowling
discussed above . It is anticipated that this work will
include experiments conducted in a similar manner
to those in the previous section, with visually dis-
abled users of the system.

4. Development of the Target System . Satisfactory
completion of this work will result in a prototype of
a highly integrated, hand-held product that can be
used in the home. This will entail developing an
ASIC-based system . This work will progress in par-
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allel with other, related work undertaken by the sys-
tems engineering group at UMIST as part of the ES-

PRIT OMI/DE I project . It will result in the
production of a deeply embedded processor-based
system for a range of image processing applications,

of which the system described here is one. The sys-

tem will be based around an ARM 2 processor

macrocell ; this processor has high computational
power and therefore is capable of meeting the real-
time requirements of the display reader system and
has low power requirements .

academic year 1992/93 . Joe Carter, David Gent, Justin Peters,
Chris Ross, and David Whipp developed the system from initial
specification supplied by the Technology for Disabled People
Unit (TDPU) . In transforming this specification into the proto-
type system, these students have shown tremendous enthusiasm
and innovative ability, and have put in a great deal of hard work.
The authors thank them for their assistance . We would also like
to acknowledge the major contribution to the work reported here,
and to the TDPU in general, of our colleague Professor Derrick
Morris . The TDPU would like to acknowledge research grant
funding from the Guide Dogs for the Blind Association, which
was used to fund this work.

CONCLUSIONS

A proof of concept demonstrator has been constructed
and sufficient evaluation carried out to generate confidence
that this approach to the problem of visually handicapped
people accessing visual displays is valid. Despite its limi-
tations, the prototype system can and should be used to
evaluate the real needs of visually disabled users . As for

subsequent development at the target price of $100 sug-
gested by the World Blind Union Research Committee, this
seems unlikely in the short term . However, improvements
in silicon processing technology will allow a system to be
integrated onto a single silicon chip in the future and would
probably enable the system to be supplied at its target price
in from 4 to 5 years from now.
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